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Figure 1: Screenshot of the Augmented Reality view with the flashcard tanzen. The avatar is displaying the animation of the
presented verb together with the related emotion.

ABSTRACT
Augmented reality (AR) has a diverse range of applications, includ-
ing language teaching. When studying a foreign language, one of
the biggest challenges learners face is memorizing new vocabulary.
While augmented holograms are a promising means of supporting
this memorization process, few studies have explored their potential
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in the language learning context. We demonstrate the possibility
of using flashcard along with an expressive holographic agent on
vocabulary learning. Users scan a flashcard and play an animation
that is connected with an emotion related to the word they are
seeing. Our goal is to propose an alternative to the traditional use
of flashcards, and also introduce another way of using AR in the
association process.

CCS CONCEPTS
• Applied computing → Interactive learning environments;
•Human-centered computing→Mixed / augmented reality.
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1 INTRODUCTION
One of the core difficulties students face when learning a new lan-
guage is associating vocabulary. Often the mother or base language
from which someone is trying to learn does not relate with the
target language, which poses a challenge when associating new
words. Traditionally, vocabulary learning is often achieved using
paper material, like flashcards, or passive multimedia material, as
in videos and songs. It is often common to learn foreign languages
in a classroom setting, using books, or talking to natives of the
target language. Along these lines, one of the factors that can help
learning vocabulary is the association of the word with a visual cue.
Multimedia Theory [23] investigates this topic more deeply, and
states that people learn more from words and pictures than from
words alone. However, it is not yet well know how we can make
use of augmented spaces with dynamic content in order to support
the vocabulary learning process.

When experiencing a situation in life where there is the need of a
specific word, it becomes easier to remember it afterwards, because
of the connection made between the experience and the meaning of
the word [18]. One example would be to order food at a restaurant,
where the ingredients describing the dishes are presented in the
menu. Immersive applications can facilitate the representation of
more dynamic situations, which cannot be achieved with other pas-
sive material. Towards enriching this vocabulary learning process,
the Augmented Reality (AR) community has started with overlay-
ing words on objects. For instance, some studies that explore how
virtual agents can convey different experiences [1, 4, 26, 31] have
been performed. Our idea is based on bridging the use of tangible
assets, like flashcards, with the potential of AR. A trivial approach
would be just projecting content on top of flashcards, like vocabu-
lary translation. However, the digital nature of AR offers a wider
range of possibilities.

AR can be used to present the meaning of words without using
the written translation alone. In this sense, we try to shed a light on
how animated holograms can play a role when learning vocabulary,
specially when they are related to actions. One of the assumptions
from the Multimedia Learning Theory [23] is that learning only
takes place when the individual can connect the information with
some prior knowledge. Since emotions are a basic human state, we
expect that exploring this factor in the shape of animated virtual
agents can foster the association process.

This work contributes with a prototype to integrate AR to learn-
ing methods that can be improved with emotional elements. We use
AR with paper flashcards, presenting animations situated close to
the word. The application serves as a showcase to demonstrate how
our concept works. We demonstrate how vocabulary from a foreign
language can be linked to a virtual agents’ emotion representation,
and displayed using holograms in a mobile device. We argue that in
addition to improving traditional ways of learning a new language,

our proposed method could also bring advantages to neurodiver-
gent people, who often struggles without complementary methods
[14, 17, 32]. We offer a reflection based on other literature works
as well as some design decisions based on the experience we had
developing this prototype. With future user studies, we can investi-
gate more the advantages of the proposed method as well as more
concrete design guidelines for applications like this.

2 RELATEDWORK
Supportive tools for the language learning process have existed for
quite some time, including classic approaches like flash cards. Since
the AR field is growing steadily, it opens up more and more oppor-
tunities to create even more effective tools. Research shows that
AR has the potential to increase the interest, level of commitment
and confidence of students [15]. It could also provide opportunities
for a more independent learning process [2], improve satisfaction
and increase motivation in students [5, 10, 21]. In contrast, there is
still more investigation needed in terms of user evaluation. Some
research has also been done to find out the potential of AR in terms
of inclusion in education[11].

Using a situated vocabulary approach, Santos et al. [29] proposed
an AR application to help people learn vocabulary. In their work,
they implemented augmented support for learningwords in Filipino
and German, and evaluated their method through a user study in
two experiments, comparing AR with traditional digital flashcards
over a few days. They observed that students paid more attention
using the AR system. Although still preliminary, their research
shows that AR as multimedia may lead to better attention and
satisfaction.

Previous work by Draxler et al. [11] used AR to create sentence
prompts from circumstantial subjects in the environment. These
were then presented in a close quiz about grammar. This approach
has the advantage of the ability to dynamically generate learn-
ing content anywhere. Recognition of objects in the environment
and incorporation into learning material, however, would present
significant challenges for our use case—especially given that our
application would require the recognition of verbs instead of nouns.

Another input modality that has seen use in augmented reality
is that of speech. Control via speech seems like a very fitting input
technique for our language learning application, and while the pro-
nunciation of words is an important aspect of learning a language,

Table 1: List of verbs used in the application together with
their translation and related emotion.

English German Related emotion
(to) dance tanzen happy
(to) cry weinen sad
(to) exercise trainieren neutral
(to) laugh lachen happy
(to) sing singen happy
(to) sicken ekeln disgust
(to) startle erschrecken surprised
(to) stomp stampfen angry
(to) panic durchdrehen fear
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(a) (to) dance & happy (b) (to) cry & sad (c) (to) exercise & neutral (d) (to) sicken & disgust

(e) (to) stomp & angry (f) (to) startle & be surprised (g) (to) panic & fear

Figure 2: The screenshots display some example verbs together with their related emotion. We used the six basic emotions by
Ekman [13] and added a neutral baseline emotion.

we opted not to add this aspect because of technical challenges that
arose in previous works [8].

Finally, our solution follows other previous works [8, 25] by
using marker cards placed on a surface as an input mechanism for
selecting words.

3 METHODS AND APPROACH
To facilitate the implementation of the animations and their rela-
tion to emotions, we selected verbs as our target word class. We
selected ten German verbs and implemented one animation to each.
Our agent is a minimalist human miniature that reacts with body
movements depending on the verb selected. We also chose to have
printed flashcards that can be recognized by the app through the
mobile device camera. Our approach to this problem is to involve
the user more in the word formation process and make it more tan-
gible, by creating a direct analogy in the augmented reality world.
Table 1 shows the verbs we selected to showcase the concept.

In our implementation, flashcards containing a verb are recog-
nized by the device’s camera. We expect that the increased tangi-
bility and immediacy of augmented reality improves memorability
of the verb–meaning associations.

The AR approach in itself has the advantage of making the
concepts embodied by the verbs intuitively palpable, thus breaking
the limits of what traditional learning media such as books or
cards can achieve. Specifically, it requires direct interaction, unlike
videos, and places the scene directly in front of the user, unlike
completely virtual worlds. The intention behind this is to create a
more interesting and appealing learning environment compared to
more conventional learning methodologies. Here, AR also brings

the advantage of situativity, placing the virtual content relative to
the position of the cards in the real world.

3.1 Virtual agents and Emotion
We used a miniature human body representation as an agent for
our situated visualization of the cards. Thus, the agent’s movement
and facial expressions need to be explicit, else wise even exagger-
ated, to sufficiently visualize the verbs otherwise they might be
overlooked. Conveying emotions through a virtual agent can be
helpful to strengthen meanings transported with actions. Different
approaches exist to systematically describe facial expressions that
represent emotions while the Facial Action Coding System (FACS)
[12] is possibly the best-known. We decided to use the six basic
emotions [13] as they are the most distinguishable and selected
verbs that link to the displayed emotions of the agent. Compared
to the body movement itself, animating the face of the miniature
was done using more exaggerated emotional expressions to make
sure the emotions can be perceived using a mobile device.

3.2 Prototype Description
The AR application was implemented with Unity [33] and Vuforia
[27]. Our miniature was created using the Character Creator 3
that exports with a fully rigged avatar and facial blend shapes. For
the body movement, we used animations from Mixamo [19] and
retargeted them to fit our miniature rig. Based on FACS [12], we
created the emotions shown in Table 1.

The application can be used by mobile devices that support the
usage of AR. When using the application, a 3D scene is loading
asking the user to use an AR marker. As cards would most likely
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be placed onto an empty table, we also added background scene
decoration (as seen in Figure 3). Our concepts included vast back-
ground scenes to provide an appropriate atmosphere. The animated
environment was created using Blender[6].

3.3 Menu Navigation
Despite its focus on AR, our application still makes use of a tradi-
tional two-dimensional user interface for getting started with the
AR scene and for viewing auxiliary information.

The users can first select in a main menu whether they want to
learn the German verbs, view the tutorial, or to quit the application.
If the user chooses to learn verbs, they will see another selection
screen, showing all available verbs grouped into days. The user can
then select either the current day to learn new verbs, or select the
previous days to refresh their knowledge of already learned verbs,
or to experience previous AR scenes again.

If the users selected the tutorial, they will see a new screen where
they see multiple images with a corresponding description. Each of
them describes one important aspect of our approach and how to
use our application. The user can return to this tutorial at any time.
This is useful for participants of a future study, in case they forget
how the system work. Since we want to minimize the interference
with our participants during the individual learning process, we
added the tutorial, so users have more freedom, and we do not
break their learning immersion with external interference.

3.4 Learning Environment
After a day is selected, the interactive AR learning phase begins.
During this phase the users will see the view of the device camera
on the screen. The application can support stationary, hand-held,
and potentially also head-mounted operation with a few minor
adjustments. As we develop the application using Unity, there is
the support for a variety of deployment targets, which would make
it possible to run it on a webcam-equipped computer, a mobile
device, or an augmented-reality HMD (Head-Mounted Display), for
instance.

3.4.1 User Interface. In addition to the camera view, a few fixed
2D interactable UI elements are constantly presented to the user.
One allows the user to go back to the day selection screen, while
the others are there to help the user during the learning process.

Finally, in case the user cannot infer the meaning of the verb
from the AR scene, we also display a small translation as a hint
in the bottom right corner. This should just be used as additional
help to also mentally map the seen contents of the AR scene to
something in written form.

3.4.2 Visualization of Verbs. To visualize the verbs, we strove to
use the most obvious and simple visual analogy, providing just
enough context to be able to disambiguate the meaning. First and
foremost, it was important to make the animations for each verb
very distinct, such that users would not mistake one for another or
mix them up.

3.4.3 Designing Verbs Marker. Our markers were designed with
Sketch [30]. For this, we used a pattern from Brovision [7] as a
background pattern. The different markers are used as an image

Figure 3: Overview of the AR scene. The suggested area for
placing the verb cards is indicated by the blue circle.

target by Vuforia in Unity. The markers can be easily detected using
the camera of a mobile device.

4 DISCUSSION
For the past years, considering AR applications for education,
the more prevalent ones are in the fields of natural sciences and
math [16, 28]. Therefore, other fields are yet to be more explored.
The process of learning languages is a complex one, which involves
not only vocabulary, but grammar, different phonemes and some-
times an entirely different alphabet. AR can be an advantage in
some of these factors, like labeling real objects with their foreign
names [11]. It is possible to use the situativity aspect to project
different types of information close to real objects, which opens up
a wide range of possibilities, that are yet to be explored. Applica-
tions requiring less technical preparations, like object recognition
training or marker placement, would be very welcome in settings
like a classroom. In this sense, including the recognition of words,
which are already used in flashcards, is a good design choice.

Another advantage to AR applied to language learning is the
inclusion of people with disabilities or cognitive impairment. Ap-
plications used to support deaf people have also been devel-
oped [3, 20, 24], which makes sense due to its visual immersive
aspect. Immersive environments have been used for children ed-
ucation and also seems to be a good direction for neurodivergent
children [22]. Daniel, et al. [9] implemented application involving
emotion recognition by autistic people in immersive environments.
In these cases, the design choices have to be careful made taking
into consideration the user and their needs.

While developing our app, some design decisions have to be
made, as well as some considerations regarding the application
scope and our limitations.

4.1 Extensibility
An additional consideration is that as more verbs are added, anima-
tions and meanings may overlap and become more confusing for
the user. In this case, it may be sensible to add more interactivity,
such as the idea of making the user perform parts of the action to
further distinguish verbs from one another and also improve mem-
orability. For our initial prototype we only considered the German
language, which has this compound verb feature, but it would be
interesting to explore different aspects of other languages where
AR could take an advantage from. However, for future extensibility,
we also would like to consider machine-learning approaches to
generate animations for different words in a more sustainable way.
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4.2 Word Selection
We acknowledge that the selection of words used to showcase our
concept is short. One of the main reasons for this is that creating
animations is a time-consuming task, and the more words included,
the more animations would have to be developed. Another time-
consuming task is to classify each verb into one animation. However,
in an immersive learning scenario, the emotions related to thewords
would not have to be so explicit and could be only a part of the
whole environment.

Furthermore, a consideration taken into account in our prototype
is that verbs may have different meaning depending on context, and
that especially transitive verbs require an object that may benefit
from clearer designation as not being part of the meaning itself.
We acknowledge that we did not explore other types of vocabulary
or verbs that are not strongly related to an emotion, but we also
think that the emotion factor is just one of the highlights that can
be explored using AR.

4.3 Evaluation and Study Design
Different demographics may cause different results in a future
evaluation, so it may be interesting to find correlations especially
regarding age, and, for children, whether they are intrinsically or
extrinsically motivated using our learning tool. This might be an
important factor, because of our central use of AR in an interac-
tive or almost playful manner. We are interested in conducting a
future user study, and specially with learning we have to be careful
regarding its design. In an ideal scenario we would have users from
different ages and language background, and we would also like to
conduct it as long term use study, maybe offering the application
to be used by students for a longer period of time than a lab study
would allow. It would be also interesting to compare the ecological
validity of this approach having two different groups, a control
one and another using the app, and see how AR would impact the
learning process.

4.4 AR role in learning
AR should not be seen just as another screen where we can project
information. Our role as researchers is to explore what can go
beyond the traditional interaction methods that we already use.
The interaction aspect here does not involve the physical body, but
it is intrinsic to the cognitive aspect of learning. Going beyond the
interaction factor as, for instance, just deciding the user position
or the selection technique is part of what we try to explore with
this paper. The emotional facet of interaction is harder to evaluate,
but we would like to start exploring AR beyond just being the
extension of pen and paper or as the augmentation of a screen. In
addition, education should not be strictly a top to bottom process,
such as one of a classic classroom, and to make feasible other kind
of approaches is to open the eyes to a new way of using technology,
empowering the users.

5 CONCLUSION AND FUTUREWORK
Since the integration between AR and methods to learn vocabulary
has not yet been widely explored, in this work we proposed a pro-
totype to add to this discussion. We propose a different approach

to the use of AR with flashcards in the context of vocabulary learn-
ing. We showed how a virtual agent could have emotion-related
animations that can be connected to vocabulary and increase asso-
ciation capabilities. Demonstrating the potential of the prototype,
we hope to pave the way to the integration of AR with another cru-
cial application, that is relevant to when learning a new language.
Other features can be incorporated in the future, like gamification
elements, and Artificial Intelligence algorithms. Options for future
work would involve, for instance, presenting the grammatical gen-
der of nouns of the objects through color coding. Another aspect of
this work that demanded a lot of time was the association of verbs
with the emotions. In this sense, it could be an alternative to use
algorithms to categorize the verbs into emotions, even when not
so "strong", which would reduce the issue of manually sorting the
verbs. Another use of intelligent algorithms could be recognition of
sentences that would trigger responses from the virtual agent. We
also would like to further explore the emotion expression including
other objects and elements apart from the agent alone.
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