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1. Wearable & Situated Learning

User explores real life contexts with

2. Real-Time Object Detection

MRLingo detects and highlights objects
MRLingo. in-situ.

3. Interactive Vocabulary Quiz

Users can choose the correct text
translation aided by audio pronunciation.

Figure 1: MRLingo enables vocabulary learning in real-life environments using mixed reality, combining object detection and
interactive vocabulary practice. People are able to learn new words by text and audio while exploring arbitrary contexts.

ABSTRACT

We present MRLingo, a mixed reality vocabulary learning approach
that uses real-time object recognition to offer vocabulary acqui-
sition. MRLingo runs dynamically in real-life contexts, offering
more flexibility than traditional devices like smartphones and desk-
tops. Likewise, MRLingo offers visual word translations, audio
pronunciation, and quizzes, reinforcing vocabulary memorization.
A user study was conducted to evaluate the effectiveness of MR-
Lingo and compare it with a desktop-based prototype. Results show
that MRLingo significantly outperforms engagement and usability,
though challenges remain in cluttered or occluded contexts.

Index Terms: Mixed Reality, Vocabulary Learning, Object
Recognition, Text-to-Speech, Vocabulary Acquisition, User Study.

1 INTRODUCTION

Vocabulary learning is the process of acquiring foreign language
words and, together with technologies, enhances the user experi-
ence and retention [7]. Vocabulary learning tools are commonly
used on handheld devices for convenience in spontaneous situa-
tions (e.g., Duolingo, Babbel, Anki, etc.). Likewise, Mixed Real-
ity (MR) can leverage active situated contexts, augmenting the real
world with dynamic content. Although handhelds are standardized
nowadays, MR technologies could provide a better experience due
to the hands-free and immersive interactions [6].

The benefits of augmenting the real world for vocabulary learn-
ing have been broadly studied. ARLang [2] recognizes outdoor ob-
jects for learning through smartphones. Besides, VisionARy [4]
captures the surrounding objects to provide personalized conversa-
tion using chatbots in MR glasses. Similarly, ConversAR [1] uses
language models to offer group conversation using MR devices.
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However, conversation tools demand a certain level of vocabulary
knowledge. In addition, VocabulARy [5] presents audio, text, and
animated visuals for vocabulary learning. Nevertheless, it uses spe-
cific markers, limiting its usage in arbitrary environments.

Inspired by the importance of vocabulary learning in random
contexts and MR opportunities, we present MRLingo (Figure 1),
a bilingual MR approach that combines real-world object detection
to provide vocabulary learning using text and auditory feedback. To
ensure the feasibility of MRLingo for vocabulary learning, we de-
veloped two complementary learning modes: an educational mode,
which overlays translation labels and plays the sound in situ, and
a quiz mode, which challenges learners to identify objects using
multiple-choice questions. Therefore, we conducted a user study
with 15 participants to evaluate the usability and vocabulary recall
of MRLingo. Our results suggest that integrating MR technology,
object recognition, and text/audio feedback significantly enhances
vocabulary learning in arbitrary contexts. Finally, we discuss how
MRLingo could be improved for more general situational cases.

2 APPROACH OVERVIEW

MRLingo follows design choices rooted in creating an MR appli-
cation that (1) recognizes real-time objects, (2) teaches vocabulary
in a foreign language, showing translated texts and audio feedback,
and (3) provides two interactive modes of vocabulary learning.

Object detection. MRLingo uses an object detection model to
process the real-time camera feed, highlighting objects with bound-
ing boxes and displaying bilingual labels positioned nearby, follow-
ing common practices in situated contexts [3].

Vocabulary feedback. MRLingo offers both visual and audi-
tory feedback to assist in vocabulary acquisition. The recognized
object is initially tagged in the native language and then translated,
resulting in dual visual tags: the original word and its translation.
Text-to-speech is then applied to audibly read each word aloud, pro-
viding multimodal reinforcement through auditory feedback.

Learning modes. Motivated by learning strategies [6], we im-
plemented two modes: educational and quiz. For the educational
mode, recognized objects are overlayed with visual labels, and the
learner can select the label to hear its pronunciation. In quiz mode,
the learner is shown detected objects and prompted to pick the right
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Figure 2: (Left) Mean SUS score evaluated by condition. (Right)
‘Workload scores calculated across six NASA-TLX measures.

translation among a list of multiple-choice options via spatial point-
ers or hand tracking. This mode reinforces vocabulary retention.
MRLingo is developed for Meta Quest 3, using Unity3D and
YOLOV9 for object detection via access to facing cameras. The
Google Translate API handles the detected words to provide both
text translations and audio output through text-to-speech. MRLingo
operates standalone and can be applied in diverse contexts

3 STuDY

We aimed to investigate whether MRLingo offers usability compa-
rable to that of conventional tools. Thus, we conducted a within-
subjects study to compare the effectiveness of MRLingo with a
desktop-based condition. The main language is English, and the
learning language is Spanish due to the local population. Fifteen
participants (8 male, 6 female, one non-binary; ages 18-34) were
recruited, with varied educational backgrounds. All were fluent in
English and non-Spanish speakers.

The participants were aware of the conditions before performing
the sessions. Each participant performed two sessions, where they
spent 10 minutes with MRLingo and a desktop-based form (or vice
versa), and then answered three distinct vocabulary quiz questions.
UMUX-Lite for usability and NASA-TLX for workload were re-
quired at the end of each condition.

The experiment lasted approximately 30 min. A total of 10 quiz
words were chosen, and the participant randomly answered three
per condition (counterbalancing). We use real products for MR-
Lingo and pictures for the desktop form. Finally, participants were
compensated with 14 EUR

4 RESULTS

Results revealed that MRLingo is more usable than the desktop con-
dition with strong evidence (Figure 2-left). For usability, we calcu-
lated the SUS score from Umux-lite. Friedman test was performed
to compare usability (normal distribution invalidated by Shapiro-
Wilk), resulting in significant differences. Post-hoc analysis by
Wilcoxon suggests that MRLingo is more usable than desktop (p
= .0174). Similarly, the workload is calculted using NASA-TLX
(Figure 2-right). Friedman test resulted in significant evidence,
and post-hoc analysis by Wilcoxon suggests that MRLingo is more
physically demanding than desktop (p = .0057), but less time pres-
sure than desktop (p = .0123). No differences were found in effort,
frustration, and mental demand measures.

Regarding the accuracy, MRLingo was more error-prone. Partic-
ipants answered incorrectly more in MRLingo (eight participants)
than in the desktop condition (three participants). However, we sus-
pect that the participants were more distracted by exploring more
words using MRLingo, which differed from the desktop condition.

Additionally, participants’ comments revealed a substantial pref-
erence for the multimodal feedback provided by MRLingo, such

as real-time object recognition and audio pronunciation, valued for
supporting context-aware vocabulary exploration on demand. Fur-
thermore, they expressed interest in extending the system to cover
more complex vocabulary or sentence-level practice.

5 DISCUSSION AND CONCLUSION

We have presented MRLingo, an MR vocabulary learning approach
for situated contexts. The results show greater user engagement
with MRLingo compared to the desktop condition, supported by
the user feedback. Nevertheless, the visuals introduce obstruction
challenges. Free object detection and continuous outlines created
visual clutter at the expense of accuracy. Future research should in-
troduce filtering mechanisms to deal with cluttering and occlusion
in complex contexts. In addition, results show that MRLingo does
not increase the workload, presenting similar effort, frustration, and
mental demand measures to the desktop condition. Likewise, we
infer that the physical demand of MRLingo is higher due to the de-
vice’s lightness, while the temporal demand of MRLingo is lower
due to the real-time occurrence of words. Future work could in-
corporate adaptive learning features, such as adjustable difficulty
levels and pedagogical performance metrics. Enhancing interaction
modalities—through gaze selection, hand tracking, or other natural
inputs—may further streamline the user experience. Moreover, our
study did not quantitatively assess performance; measures such as
completion time and accuracy warrant more detailed analysis. De-
spite these limitations, MRLingo demonstrates strong potential for
vocabulary acquisition in real-life contexts.
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