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Abstract: Due to constantly and rapidly growing digi-
tization, requirements for international cooperation are
changing. Tools for collaborative work such as video tele-
phony are already an integral part of today’s communica-
tion across companies. However, these tools are not suf-
ficient to represent the full physical presence of an em-
ployee or a product as well as its components in another
location, since the representation of information in a two-
dimensionalwayand the resulting limited communication
loses concrete objectivity. Thus, we present a novel object-
centered approach that compromises of Augmented and
Virtual Reality technology as well as design suggestions
for remote collaboration. Furthermore, we identify current
key areas for future research and specify a design space for
the use of Augmented and Virtual Reality remote collabo-
ration in the manufacturing process in the automotive in-
dustry.

Keywords: Mixed-Presence, CSCW, Virtual Reality, Aug-
mented Reality, Collaboration, Design Processes, Human-
Computer Interaction, Collaborative Immersive Analytics

1 Introduction

Digital tools increasingly affect our everyday work. These
tools support work processes and increase the efficiency
of product life cycles. Therefore, processes are accelerated
by simplifying planning, coordination, and the exchange
of information and knowledge. Simultaneously, the devel-
opment process of complex and highly qualified products
and its individual parts is becoming time and location in-
dependent. As a result, information about products must
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be easily accessible and available ubiquitously. Shared on-
line text editing and collaboration services, file-sharing
hubs, video conferencing, and general project manage-
ment platforms are just a few examples that are used in
the development process of products to support collabo-
rative work between employees who work spatially (and
temporally) independently.

In the product life cycle – from the first idea to the end
of production – the product undergoes a transformation
from a first digital concept to a real object. The product be-
comes objective as well as its quality requirements. Con-
sidering the unique nature of collaboration in quality as-
surance processes, there is nothing more important than
a communication that is both object-centered and mini-
mizes errors due to ambiguity and misconceptions.

Especially in remote collaboration processes, tools for
Augmented Reality (AR) and Virtual Reality (VR), as
well as object recognition and product related information
retrieval, offer possibilities to optimize the quality assur-
ance process. The use of such tools and technologies can
improve companies’ performances in terms of collabora-
tion but also with regard of time and cost savings. Sub-
sequently, Mixed Reality based collaboration can increase
customer satisfaction in the long-term due to a high qual-
ity assurance at lower costs.

It is necessary to understand the different ways in
which remote communication is realized to achieve these
enhancements. First off, tools that target remote collabora-
tion are primarily focused on the features a team requires
to maximum success. However, remote collaborative work
based on physical objects leads to concrete object-based
challenges that are insufficiently supported by existing
tools. The haptics of objects, individual perspectives an
object can be looked at or the interplay of components are
essential aspects in object-centered collaboration. In addi-
tion, chances of cost reduction, environmental protection,
and minimizing workload due to travel over long distance
and periods of time, serve as powerful motivation for the
utilization of new tools and technologies.

In vehicle manufacturing, quality assurance serves as
a fundamental component and consumes plenty of time
indevelopment andproductmaintenance. The foundation
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of a quality inspection and component qualification is al-
ways determined by customers‘ as well as stakeholders‘
requirements [31]. These requirements for product quality
are diverse. Functional and long term quality is as relevant
as the design, haptics and appearance. The object itself as
the foundation of audit procedures and auditors, as asses-
sors of quality, are decisive to enhance quality processes.

The expected quality standards are independent from
tools that are used in quality assurance processes. There-
fore, constant revisions of components have to be per-
formed, supported bynovel technologies, includingMixed
Reality [13] (see Figure 1). Part of this repetitive work con-
sists of reviewing a physical component in collaboration
with suppliers. So far, for each evaluation, the supplier has
to travel to the factory, usually with several employees, in
order to discuss findings presented by the quality inspec-
tor. The goal of this cooperation is to comply with legal
standards aswell aswith self-imposed company standards
to maintain a level of quality and to identify potential for
improvement.

Figure 1: Screenshot of the AR application from previous work [13]
that we used to conduct initial focus group interviews.

With the aim to transfer this procedure into a Mixed
Reality scenario, the focal point of evaluation is still the
physical audited object. Due to the object-centered work
process, the object forms the common foundation in the
distributed scenario, too. In order to ensure product qual-
ity in a remote collaboration scenario, basic work pro-
cesses have to be adapted to a distributed Mixed Real-
ity environment. Thus, in this paper we present a novel
Mixed Reality (MR) system to combine different mixed-
presence modalities for co-located and distributed collab-
orative work based on a real-world use case. Conceptual
extensions are discussed in order to highlight gaps in the

current prototypes and to emphasize futuredirections. The
derived classification for the applicability ofMixedReality-
based collaboration tools in design processes poses as a
foundation for the development of design related Aug-
mented and Virtual Reality applications.

2 Background & Related Work

In order to support virtual collaboration, presenting infor-
mation and interacting with each other is particularly im-
portant. Focusing on collaboration in quality assurance
processes, we address distributed and collaborative com-
munication of several actors. Thus, an immersive hetero-
geneous multi-user system is targeted to address different
needs. Appropriatemodalities must be developed, consid-
ering different spaces of interaction as well as challenges
of immersive technologies. Focusing on the presentation
of (partially) abstract information and non-verbal commu-
nication, the representation of virtual actors for coopera-
tion with multiple participants is as important as the visu-
alization of content for joint analytical processing [15].

There are several different modalities of the space-
time taxonomy [18], since collaborative work can be de-
fined based on different characteristics [15] (see Figure 3).
In addition to different spaces, the taxonomy also de-
scribes the prospects of collaboration beyond time limits
(asynchronous). Our use case takes place at the same time.
Variants exist in the spatial component, since meetings
preferably take place in same physical locations as well
as by remote sessions via video-telephony. In the given
context, we focus on synchronized work between differ-
ent actors in varying, distributed locations (see Section 3).
Billinghurst et al. [1] have included the concept of mixed-
presence in the space-time taxonomy to combine syn-
chronous collaboration between actors at the same time
and different places with different input modalities.

To describe our key aspects in more detail we use
the research field of Collaborative Immersive Analytics
(CIA) [1]. Billinghurst et al. define CIA as shared use of im-
mersive interaction and display technologies by more than
one person for supporting collaborative analytical reason-
ing and decision making [1]. It is related to Collaborative
Visualization, which can be placed at the intersection be-
tween the research fields of Visual Analytics and CSCW
[15], with a focus on the use of Mixed Reality technolo-
gies (see Figure 2). As a multifaceted research field, it is
influenced by research from Scientific Visualization and
Information Visualization. Transferring techniques and
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Figure 2:Mixed Reality, Visual Analytics and CSCW form the
research field of Collaborative Immersive Analytics (CIA) by
Billinghurst et al. [1].

Figure 3:Mixed-presence localization by Billinghurst et al. [1] within
the space-time taxonomy of Johansen et al. [18].

approaches from these fields into the collaborative use of
Mixed Reality [1].

We adopt some of the models of this relatively young
research field as the basis for our investigations on the
topic of remote collaboration in the context of quality as-
surance (QA) in automotive pre-production, especially re-
garding task and role models, interaction design for dis-
tributed scenarios and how to visualize users and their ac-
tions in separate, not necessarily identical, shared work
spaces. Wewill discuss some of the related work in the fol-
lowing sections.

2.1 Collaboration Using AR and VR

In remote collaboration, a distinction must be made re-
garding actor roles, which should not only be divided into
thoseof thepresenter and the spectator, butmust allowdy-
namic role changes [1]. Isenberg et al. [15] propose to char-

acterize the user’s current behavior by three different lev-
els of engagement:
– Viewing: passively consuming content presented by

others
– Interacting/Exploring: actively changing views,

move within the virtual space, explore the content
– Sharing/Creating: manipulate (create, retrieve, up-

date, delete) data and share with other users

It is important to note, that the users act independently:
they not necessarily follow a presenter, but use their own
views and follow their own agenda. This behavior leads
to heavily mixed roles and very dynamic role changes [1].
Churchill et al. [3] identified the focus on good group com-
munication as the foundation for effective collaboration to
solve problems. Thus, they characterized five points that
need to be supported by collaborative systems: Individual
activities, flexible and multiple viewpoints, sharing con-
text, awareness of others and negotiation and communi-
cation. Tasks in CIA are based on common tasks in CSCW
scenarios, such as movement, pointing, gestures, use of
mobile devices for specificmanipulation or combining col-
laborative actions for complex interactions [1]. Addition-
ally, distributed remote collaboration raises some further
research questions, as summarized by Heer at al. [11]:
– work allocation and division
– awareness & common ground
– (spatial) references, and deictic expressions
– incentives and engagement
– identity, trust and reputation
– group dynamics
– consensus and decision making

Furthermore, it is important to improve the personal col-
laboration of distant actors. The aim is to make them feel
as if they are in the same location [2]. On one hand, this is
possible by using auditory channels to transfer speech via
telephone. On the other hand, the enrichment by visual
notifications increases the awareness within the work en-
vironment [4]. For users, it is substantial to understand ac-
tions of other actors, while maintaining task-related con-
text to get a better understanding of a situation. Nev-
ertheless, it is mandatory to facilitate the discussion of
task-relevant data, preferably bymeans of non-verbal cues
[15].

2.2 Interaction in Distributed Scenarios

Distributed collaboration offers the potential of interact-
ing with different modalities. A commonly described use
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case is the gesture-based projection of a remote expert to
work on aphysical taskwith localworkers [30, 12, 9]. Thus,
there is no equivalent collaboration between these two ac-
tors as information transmission and communication is
mainly directed. For this purpose, the adaptation of per-
spective change to objects for traceability and mutual un-
derstanding is necessary [8]. Possible input methods for
this are gaze control, gesture input bymeans of controllers
or the use of tangibles [27]. Technology influences the way
of interaction [10], thus, the way in which communication
between actors takes place in a synchronous collabora-
tion.

To understand the process of collaborativework, Isen-
berg et al. [16] emphasized that individual and group-
related efforts must interleave and thus, identified dif-
ferent collaboration styles. Meaning that besides group
activities, individual activities should also be supported,
and this transition is best carried out smoothly. Whereas
Okada et al. [24] have identified several hierarchical lay-
ers in terms of virtual collaboration, in which the impor-
tance of communication is highlighted, as this influences
or moreover, alone achieves collaboration.

To stress the importance of communication, the level
of collaboration ranges from the coordination of individ-
ual tasks to group-relevant work in collaboration. As a ba-
sis, McGrath et al. [20] organized all group-related tasks
into four main goals, called the circumplex model, and di-
vided them into further categories (see Figure 4). It differs
between classes of categories that reflect basic tasks (gen-
erate, choose, negotiate, execute). Thus, the tasks are re-
lated to one another inwith two-dimensional attributes re-
flected by the horizontal and vertical axes, for instance co-
operational task as well as tasks that often lead to conflict
between actors.

The main tasks presented by [20] can also be found in
the design-thinking model by [26], which was then modi-
fiedby [19], originally emerging from the softwaredevelop-
ment life cycle (see Figure 4). It describes the development
within a four-squaremodel, which should be run in an op-
timal way, always with the person at the center of the de-
velopmentwork. These four steps are important categories
of product development. In the end, finding suitable so-
lutions collaboratively will always be based on decision-
making.

2.3 Work Spaces & Shared Visualizations

The last aspect targets different features of work spaces. In
addition to technological challenges, such as synchroniz-
ing work spaces with different properties in terms of size

Figure 4: Group task typology by McGrath et al. [20] with four quad-
rants and the corresponding task types.

and shape of physical spaces [5, 28], the visual context of
the actors must match these individual physical environ-
ments [22]. The use of heterogeneous display technologies
forMixedReality collaboration poses further challenges in
linking different forms of virtual spaces [21] and perform-
ing spatial tasks in a common scope [27]. Usually actors
have different roles that can perform different tasks. These
different roles may be integrated by different immersive
technologies as well as mixed spaces.

Since our use case consists of an actor who discusses
his or her findings with stakeholders, the role ratio can
be described as a one-to-many format. On the one hand,
this role relationship describes how cooperation is per-
formed together, but is not intended to exhaust it [16]. As
a basis for our proceeding considerations, Jankovic et al.
[17] identified three important roles in the automotive con-
text that contribute to decision-making in collaborative
collaboration: the collaborative decision-making pilot who
leads the decision-making process; the decision makers
whoaremembers of theproject team; and the contributors,
who bring important aspects into the decision-making
process, but have no decision-making power themselves.
Communication between the individual roles is important
for each task. These roles must be embedded in the sys-
tem to support the development process according to the
design-thinking model. Moreover, all stakeholders must
be identified and involved before assigning them to spe-
cific roles.
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3 Scenario Analysis
The research presented in this paper is a derivative devel-
opment of an application system previously conducted to-
gether with a large german car manufacturer with the fo-
cus of supporting quality assurance processes in the pre-
production phase [13]. These processes are characterized
by a highly iterative development. Components from sup-
pliers, often more than 10 or sometimes even more than
20 iterations, in which they are sent to the manufacturer,
examined and reviewed together. These reviews often take
place on-site togetherwith the supplier. This represents an
important cost factor due to travel costs, adds time man-
agement issues and also has a big negative ecological im-
pact. In previous work, we presented an application as a
digital assistant to support audits and evaluations on-site
[13]. During this project, we gained a lot of insights into
processes and requirements of vehicle manufacturing. An
often requested enhancement was to develop concepts to
replace the co-located review session by distributed meet-
ings. The specific challenges for our given context are that
the reviews are often very time-consuming and focus on
very detailed discussions. Thus, our scenario differs from
other well-studied scenarios such as maintenance, where
the roles can often be characterized as one teacher (the
presenter) and one ore more learners (the listeners). Here,
there are two experts with different views: the car manu-
facturer has an in-depth knowledge about quality require-
ments on the component, factors regarding component as-
sembly and other components influencing this specific car
part, as well as design data and cost constraints. The sup-
plier on the other hand has the knowledge about the ma-
chine parameters for production, material properties and
other manufacturing constraints.

Both user groups need to share the same information,
but also need to take a different perspective, or need to act
independently from each other during the review session,
at least partially. Therefore, a video-conference would not
be sufficient to solve the issue. Additionally, the physical
component plays an important role: themanufacturermay
need to show the issue under specific lighting conditions,
in different mounting scenarios or how it takes shape in
relation to other car parts. Sometimes the issues are very
subtle and can only be reproduced under certain circum-
stance, sometimes complex error causes require in-depth
analysis and the access to specific measurements.

Apart from a description of the issues and a rating, dif-
ferent types of data need to be shared, such as detail im-
ages, graphical annotations on the component, measure-
ments and overlay visualizations, 3d model intersections
or info about revisions. Additionally, the system should

be capable of tracking the current progress of the review
– which issues have been discussed and protocol the ac-
tions, deadlines or other aspects for the next iteration. Se-
curity and data privacy issues play another important role,
especially in pre-production, where the data is highly sen-
sible, as the car may not be presented to the public yet.
So, it is desirable to transfer only a minimal amount of
data during the review, especially only data relevant for
the supplier, which is not (easily) possible when sharing a
video stream.

Regarding the QA data, we use demo data from a pre-
vious production project. The developed prototypes itself
focuson remote-communicationandcollaboration for and
identifying appropriatemeasures for optimization/quality
improvements solely. A detection of quality issues or mea-
surements byusingAR technologieswasnot in focusof the
project. On the technological side, we based our work on
an existing tablet-based AR application for QA (compare
[13]), extending this solution to Microsoft HoloLens (Gen.
1) and HTC Vive Pro head-mounted displays (HMD). The
development team consisted of a designer and two devel-
opers, who had previously worked on the topic. They were
accompanied by experts from the field during the analysis
of the problem phase and for evaluation purposes.

4 Remote Collaboration Prototypes

As stated before, we started our development based on
an existing tablet-based AR system which supports the
QA process at the manufacturer. In the following, we will
briefly introduce our methodology and the whole design
process. Subsequently, we describe the prototypes in de-
tail and the underlying design concepts.

4.1 Design Process & Methods

Based on focus group interviews regarding the exist-
ing tablet-based AR-application, which focused on a co-
located scenario, in which the supplier has to travel to the
manufacturer to discuss issues about specific components
(see Section 3), we started analyzing the problem space
(seeFigure 5). After the requirement analysiswedeveloped
some concepts to investigate the different possibilities for
the use of virtual and augmented reality techniques to fa-
cilitate the collaboration between distributed teams.

We chose an iterative design approach, loosely
adapted from the double-diamond design process [6, 23],
employing rapid prototyping approaches to showcase first
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Figure 5: Iterative design process: based on focus group interviews,
we analyzed the problem space and developed prototypes for eval-
uating possible approaches in two iterations. The methodology is
inspired by the double-diamond design process [6, 23], extended
with rapid prototyping in the first design phases (Discover/Define)
for early feedback and evaluation.

ideas and evaluate them with domain experts. The result-
ing two prototypes will be discussed in more detail in the
following section. We performed a qualitative evaluation
by conducting unstructured expert interviews for each
prototype.

We observed the users while interacting with the pro-
totypes and asked questions afterwards and collected
commentswhile theywere using the system.We chose this
evaluation approach, as we wanted to gather a wide va-
riety of ideas, criticism and statements about possible ex-
tensions or refinements aswell as feedback about the over-
all impression of the different concepts. By not constrain-
ing the interview to specific questions, we didn’t push the
users into specific directions, but gave them the oppor-
tunity to talk freely about the presented ideas and con-
cepts. This reflects the early stage of the prototypes, which
demonstrate only key concepts. The user group for the first
prototype consisted exclusively of experts from the auto-
motive QA department of the manufacturer. The feedback
gathered was analyzed and served as a starting point for
additional concepts and extensions which were included
in the second prototype.

This second evaluationwas opened to domain experts
from different disciplines, but still related to the automo-
tive industry. This approach gave us the opportunity to in-
vestigate which concepts can be adapted to other, famil-
iar use cases and processes. Both evaluations took place in

conjunction with a technology congress, the participants
were other exhibitors and visitors – engineers, designers
and managers. Example questions for the second evalua-
tion included:
– What is your opinion about the concept of usingAR for

manufacturer’s perspective and VR on the supplier’s
side?

– Which advantages/disadvantages do you see in this
use of the technologies?

– Which recommendation do you have for improv-
ing/extending the scenario?

– What are concerns that would prevent you from utiliz-
ing this system in your QA process?

– Doyouhave remarks about specificdifferences regard-
ing your own branch?

Based on the observations and discussions with users
of the prototypes, especially during the second evalua-
tion, we derive some general findings about the use of
Augmented and Virtual Reality model for collaboration in
manufacturing, and point towards future research direc-
tions (see Section 5) and the continuing development of
this specific use case (see Figure 5).

In the following section, we will briefly describe some
of our key concepts of these showcases and their link to
the underlying theories in the field of Collaborative Immer-
sive Analytics. We focus on the mixed adoption of Aug-
mented and Virtual Reality technology to investigate the
benefits of each technology and to find reasonable config-
urations and identify use cases in which each technology
fits best and to support each task regarding the circumplex
model [20].

4.2 Iteration I (AR/AR): Combine HMD-based
AR and Tablet-based AR

Our first iteration of the prototype focuses on a scenario,
in which AR techniques are used for both the supplier and
themanufacturer,meaning that both share a similar repre-
sentation of the physical object. The supplier has provided
a sample,whichhas been reviewedby themanufacturer in
terms of build quality, materials, size accuracy and further
aspects. Themanufacturer now discusses issues with sup-
plier, who has a physical duplicate on his remote working
place. The reviewed part is located in front of themanufac-
turer. The supplier is wearing an AR HMD, which presents
additional information, and themanufacturer presents his
points on a tablet computer, which also shows an aug-
mented view on the object (see Figure 1). In the following
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section we will describe the prototypes by first determin-
ing the collaborative role of theuser and thendescribe core
features, types of interaction and visualization modal-
ities, as well as possible extensions discussed with the
users.

This setup corresponds to the synchronous & dis-
tributed case in the space-time taxonomy of [15] (see
Section 2), but could also be extended to be used asyn-
chronously, where the supplier listens to a previously
recorded session and independently browses through the
associated data set. However, for this paper we concen-
trate on synchronous collaboration.

4.2.1 Prototype Description

When designing the showcase, we considered the aspect
of asymmetric expertise and authority [32] for distributed
collaboration, there is no guided tour – instead, the man-
ufacturer and the supplier can independently access the
information they need to understand the discussed is-
sue. Another aspect is the concept of different views for
each participant [1]: Each participant has the information
needed to analyze and a personal view, which may be dif-
ferent, based on the role the participant incorporates in
the given scenario. For example, the manufacturer needs
to viewmeasurement values to locate an issue and give an
estimate about the severity of the issue, whereas the sup-
plier views additional technical documents to the affected
part to identify the cause for the issue and derive actions
or adjustment of the manufacturing process to solve the
issue.

Features (Tablet AR). The identified role model [15]
for the manufacturer using the tablet is a mixture of in-
teracting& exploring (browse issues and associated doc-
uments) and sharing & creating (communicate informa-
tion about the issue with the supplier and document next
steps). The core functionality for the manufacturer on the
tablet therefore consist of the following:
– browse issues and related details (rating, detailed

photo, additional information)
– display measurements/visualization overlays
– view additional documents
– take notes/protocol next steps

Interaction (Tablet AR). The interaction is based on
touch input and a digital pencil for taking notes and pro-
tocol arrangements. Augmented reality is used to locate
the information on the object and provide appropriate vi-
sualization using 3d overlays, spatially located mea-
surements and labels as well as the option to display

documents or photos in-place (see Figure 6, left). Using
a tablet, it is also possible to use traditional forms for
documenting actions in a standardized way (see Figure 6,
right).

Besides the implemented functions,we alsopresented
some possible conceptual extensions to the users, to get
an impression, which of these options are feasible in the
givenuse case.We chose this approach, aswe intended the
given showcase as an early mock-up, in which we wanted
to investigatewhich features areworking andwhich needs
to be extended based on the provided feedback. The obser-
vations then influenced the implementation of the second
showcase which will be described afterwards.

Extensions (Tablet AR).We proposed to provide ad-
ditional input methods – pencil input to draw on the 3d
model and speech recognition for documentation – and
supplementary visualization options – the integration of
intersections or technical drawings to augment the real
object. As the collaboration functions in this showcase
were quite limited, we also created concepts for enhanced
collaborative functionality, such as the visualization of
the viewport of the partner and highlighting functions
to point the attention to specific parts of the object.

Features (HMD AR). The supplier wearing an HMD
focuses on the role of interacting & exploring, by view-
ingdifferent data sets andvisualizations tounderstand the
cause of the discussed issues. Therefore, the option to dis-
play visualization overlays, browse issues and access re-
lated details is available.

Interaction (HMD AR). Interaction with the HMD is,
due to technical conditions, limited to gesture input and
the visualization is focused on the augmentation of the
real model with analytical 3d visualizations and spatially
arranged labels.

Extensions (HMD AR). The conceptual extensions
also included the use of speech recognition and the option
to use a spatially tracked physical pen (or the finger) as in-
put device todraw (virtually) on theobject. Enhancedvisu-
alization techniques could include the display ofmeasure-
ment values and surface drawings. We proposed a voice
record function for protocol findings and extended collab-
oration functions for viewing the position and viewport of
the partner and specific pointing methods to highlight ar-
eas on the object surface.

4.2.2 User Feedback

The feedback gathered from this showcase contained in-
teresting aspects. Whereas the concepts for better collab-
oration features were obviously mentioned as necessary
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Figure 6: Augmented Reality is used to display 3d overlays and spatially located measurements. Left: Head-coupled AR provides a more
intuitive way of showing the data. Right: Tablet-based AR uses traditional forms for documenting actions.

optimizations to make the scenario work, several state-
ments suggested to consider the use of Virtual Reality. In
the given scenario, we conducted some general thoughts
about defining a design space for distributed collaboration,
oneof the open challenges in research for CIA [1]. Todecide
which technology is suited for specific aspects of collab-
oration in manufacturing processes, we tried analyze the
inherent characteristics of AR and VR to identify the most
suitable areas of application and how to reasonably com-
bine these technologies.

AR versus VR.According to our observations, the key
aspect of AR in design and manufacturing processes is
the physicality. Information is placed exactly where it is
needed and the mixed sensation of real object and virtual
additions, allows for real-world visual, auditory or even
tactile assessment of the object, which is crucial especially
when discussing materiality or very sophisticated aspect
of the look and feel of an object, which still cannot be re-
produced by virtual representations. This also applies to
very subtle complaints, that can only be reproduced under
certain lighting conditions (see Section 3). Another very

encouraging aspect of AR is that the agenda of a review
or discussion can be directly attached to the real object –
all agenda points can be placed on the object, the users
moves physically through the presentation, one can liter-
ally “move back and forth” through the specific agenda
points, which serves as an intuitive interaction technique.
On the other hand, AR incorporates some of the benefits of
virtual techniques: displaying or overlaying different lay-
ers of information, manipulate digital information such as
annotations, labels or surface drawings and the option to
highlight specific aspect by changing the visual appear-
ance of the object. Especially surface drawings represent
a AR-exclusive feature in terms of haptic sensation and in-
tuitive use. This makes AR suitable, especially for review-
ing situations and discussion of different aspects of a real
object. The drawback is, that there always have to be repre-
senting real objects, which may be difficult in distributed
scenarios, and also that reality cannot be hidden, mean-
ing, that the limitations of real objects, such as occlusion,
size and physical immutability remain. The last aspect is
the key strength of using VR for collaboration: the users
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Figure 7: Demonstration of showcase prototype: Left: Collaboration between HoloLens (AR) and HTC Vive Pro (VR) in a distributed syn-
chronous scenario. Right: Working on a real object using AR-based mode.

can arbitrarilymodify the object, especially in terms of du-
plicating, deforming, changingmateriality, hiding parts or
changing the perspective, for instance largemagnification
or intersections. This makes it feasible to be used for prob-
lem solving, exploring, and manipulating different object
aspects. It can be reasoned, that the use of VR is especially
beneficial in earlier project phases, inwhich the shape and
object properties are not finally defined or at least opti-
mizations or changes for adapting to manufacturing pro-
cesses are made.

4.3 Iteration II (AR/VR): Remote
Collaboration

Based on these observations, we adapted the scenario by
a third collaborator using VR. Therefore, the scenario now
consists of themanufacturerwith a tablet-basedARvisual-
ization, the supplier wearing an ARHMD and the designer
who participates via VR, in our case also using an HMD
(see Figure 7). The use case still concerns the assessment
of amanufacturing sample, but in an early pre-production
phase, respectively design phase, in which production
and design parameters are not yet defined completely.
The idea is, to use VR to facilitate the decision-making
process in this phase by examining different design ver-
sions or the impact of changingdifferent object parameters
(see Figure 8, left). The setup remains synchronous and
distributed, but again could be adapted to asynchronous
cases.

4.3.1 Prototype Description

The role model for the tablet user remains unchanged, a
mixture of interacting& exploring and sharing & creat-

ing, and taking the leading role in the use case. Accord-
ing to user feedback and considering the asymmetric role
model, we added some collaboration features.

Features (Tablet AR). On the tablet, the viewpoint
and viewing directions of the other actors are now visu-
alized to give an impression which part of the object the
communicating parties are looking at. Furthermore, it is
possible to draw on the surface of the object, for instance
to place marks or highlight areas. In addition to the fea-
tures from the first iteration, it is now possible to display
parts of the object highlighted by the actors.

Features (HMD AR). The role model for the supplier
subtly changes by adding some features for sharing& cre-
ating, however, the main objective still is interacting &
exploring for identifying the cause of issues (see Figure 8,
right). Sharing & creating features are mostly used to en-
hance the communication and the collaboration. There-
fore, the additional features include the active sharing of
the own viewpoint and viewingdirection and thedraw-
ing on the physical surface which is transmitted to the col-
laborators. Due to technological constraints, this was real-
ized as “finger painting” by tracking the user’s fingertips
(see Figure 9).

Interaction (HMD AR). Therefore, gestures are an
additional interactionmodality for this showcase. Sharing
the viewport and viewingdirection alsomakesmovement
available as an interaction for collaborating. Regarding
visualization capabilities, we added the display of high-
lighted object parts similarly as for the tablet view and the
visualization of other users in the virtual room.

Features (VR). The designer wearing the VR HMD in
our use case was constrained to interacting & explor-
ing to keep the use case simple. The core functionality
consists of basic 3d transformations – scale, rotate the
object, translate by moving around in the room. Further-
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Figure 8: Collaborative Session with different Mixed Reality modalities creating mixed interacting & exploring and sharing & creating en-
vironment. Left: A third collaborator uses a head-mounted display to participate. Right: The role model for the head-coupled AR subtly
changes and adds additional features to enhance communication as well as collaboration.

Figure 9: Screen captures from the prototypes using a wooden cube for presentation purposes. Left: Line drawing in AR and viewing posi-
tion and direction of VR user as shown in HoloLens, Middle: view in VR (HTC VIVE) with synchronized line drawing and menu for controllers,
Right: interactive labels in AR depicting issue details on the object.

more, it is possible to switch into an “exploded view”, to
get a better impression of the parts of themodel. Similarly,
specific parts can be hidden, to reveal underlying struc-
tures ormaterials, aswell as changing the basematerial,
for instance by increasing the transparency to look into
the inside. Collaborative features include thehighlighting
of object parts by displaying an outline and transmitting

this to other actors and sharing the own point of view
and viewing direction (see Figure 9).

Interaction (VR). Interaction consists mostly of
movement and pointing, as well as using the VR con-
trollers for gestures for 3d transformations andnavigating
themenu attached to the users hands. The displayed infor-
mation contains surface drawings from the supplier, the



N. Hube et al., Mixed Reality based Collaboration for Design Processes | 133

visual representations of the collaborators, and interac-
tive labels for issue details.

While the second showcase represented a more com-
plex setup, the implemented features againwere restricted
to basic functions to give an impression of the possibilities
of combining different AR and VR technologies for collab-
oration.

4.3.2 User Feedback

Observations and user feedback obviously pointed to-
wards a more sophisticated feature set for real world us-
age. Especially additional interaction modalities – speech
recognition and pen support for both AR parts and bet-
ter use of controller capabilities, especially in combination
with gaze control – represent feasible extensions.

Core Idea. However, the core concept made impres-
sion, and the potential of the concepts were critically ac-
claimed. Again, we prepared some concepts for further in-
vestigation when using the prototype. The core ideas in-
clude:
– more sophisticated concepts for screen and view shar-

ing,
– speech input and the mix of different voice communi-

cation channels
– demands for the use of VR for discussing and solving

design issues and
– aspects of data transmission in terms of security and

privacy

We will cover these aspects more detailed in the following
sections by giving an overviewover some conceptual ideas
and their feasibility.

5 Future Directions of Remote
Collaboration

The prototype and concepts focus on modalities for inter-
action and exploration, aswell as for sharing and creation.
When describing these scenarios, it is important to con-
sider the different technologies used. Here, the group task
typology model of [20] was used to describe the course of
action and to elaborate which tasks can be executed with
each technology. In addition to their strengths, their weak-
nesses must also be considered in terms of our approach
in relation to the chosen application of design space for
Mixed Reality collaboration in manufacturing processes.

A detailed examination of these extended concepts must
take place:

5.1 Visualization of Collaborating Actors

The showcases demonstrate the highly interactive charac-
ter of these types of collaborative scenarios, the roles be-
tween active presenter and more or less passive spectator
changes on-the-fly. This corresponds with the findings of
Billinghurst et al. [1] for the general nature of collabora-
tive immersive analytics. It is therefore necessary to offer
mechanisms to communicate the location, current view
and executed actions of collaborating actors. Humans can
indeed communicate directly via speech, although many
messages are transported between the lines. This makes
non-verbal communication not just an extension of audi-
tory communication. The showcases uses a simple visual-
ization of positions and viewing directions to raise aware-
ness of the current state of the participants – Where are
they? What are they doing? What are they looking at? –
which is crucial for communication.

However, in a complex scenario, techniques that are
more sophisticated need to be explored. This ranges from
traditional approaches such as sharing the current view
as video stream embedded in the view of the collaborat-
ing users. Yet, augmented and virtual reality offer superior
concepts, which can be chosen, based on the needs of the
current use case. Fully animated avatars or even abstract
ones could serve the purpose to use gestures and commu-
nicate non-verbal aspects, such as gestures [29] and facial
expressions [25], more effectively.

Especially in VR, the option to “posses” another user
by overtaking or controlling his view could be possible,
but needs to be treatedwith caution regardingmotion sick-
ness and orientation factors. In AR, blending viewports or
visualizing a target position from where the current issue
is viewed best, represent other options for sharing views.
In the opposite, especially for group interaction or larger
environments some kind of overview could be useful to
keep track of the position and actions of the collaborators.
Moreover, [14] found complementary non-verbal cues in
form of a computer character more engaging.

5.2 Speech Input and Voice Communication

One of the most demanded features was the use of speech
recognition for text input, as well as using voice com-
mands for specific system functions. Opposed to natural
human communication, embedding voice commands in a
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scenario in which several users communicate with each
other represents a severe issue. As stated above – the en-
vironment is highly in flux, with rapidly changing roles,
and communicationwas rather chaotic, maybe also due to
the fact, that there were only abstract visualizations of the
partners available, so that it was difficult to judge whether
a user listens or wants to speak.

Therefore, communication patterns need to be inves-
tigated further and the influence of virtual avatars or the
user representation in general as non-verbal features has
the potential to enhance verbal communication [7]. Thus,
it may provide better real-time feedback on basis of con-
versational metrics. Mixing this with voice commands and
speech recognition may work if there is a dedicated sig-
nal for the system for activating and stopping the speech
recognition. Activating keywords are an alternative but
rarely fit naturally into the normal interaction flow. A pos-
itive aspect is, however, making it transparent to all users,
which current dialogue is being recorded or analyzed, as it
is crucial regarding security and privacy aspects.

5.3 Transferred Data, Security and Privacy
Issues

Several aspects fit into this category. As we were show-
ing the prototypes to industry partners, one of the more
prominent remarks were made regarding the security of
transferred data. As data is highly sensitive, encryption is
crucial. One benefit of using virtual presentations could
be, that only data about positions, actions or similar data
needs to be transferred, circumventing issues regarding
low bandwidth and sending of sensitive data in a stream
around the world.

As themanufacturer and the supplier do not necessar-
ily send the 3d data or technical documents over the net-
work (because they have their respective data sets, which
could have been exchanged via secure traditional chan-
nels), the security question can be minimized, at least in
some use cases. If high detail overlays or surface drawings
need to be transferred, the contained 3d coordinates again
could be used to extract at least part of the object shape.

Privacy is another issue, as the participating actors
are necessarily tracked more or less completely. There-
fore, it is crucial to store only a minimum of information
needed and clearly communicate, when data is recorded
(and what this data includes), as mentioned in the section
about speech recognition. This becomes even more com-
plex when asynchronous communication takes place, for
instance if parts of the presentation are recorded for later
replay or review.

Bandwidth was another concern, especially when vi-
sualizations that are more sophisticated are presented.
However, this issue could be solved by exchanging a
predefined data set beforehand as mentioned above. In
this case only control and status messages need to be
exchanged between the clients, making the live video
streaming of views far more demanding than the actual
3d part. Modern 3d game engines offer fairly easy to use
mechanisms to control the network replication of data,
states or control signals, so this aspect represents an op-
portunity even for limited bandwidth scenarios.

5.4 Use of VR in Early Design Phases

The integration of VR in the given scenario demonstrated
how different this technology is used and perceived com-
pared to AR. Whereas AR is fueled by the sensation of
immaterial virtual elements embedded into an physical,
tactile, tangible environment, VR offers the opportunities
for manipulating the environment without physical con-
straints. This includes deforming, deconstructing, dupli-
cating or diving deep into the object.

Rapidly changing perspective, without being re-
stricted to size, weight or material is a unique feature of
VR. To our impression, VR therefore is suited best in early
design phases, especially when it comes to rapid proto-
typing, and immediate evaluation of design decisions by
analyzing and comparing different variants of an object.
Our prototype was very limited in terms of interaction, but
there are several easy to use approaches for rapid proto-
typing or sketching using VR such as Google Tilt Brush,1

Google Blocks2 or Unreal Engine VRMode,3 just to name a
few. Integrating these tools into the engineering process or
enable the transition from rapid prototypes to more com-
plex 3d models represents an issue.

When it comes to critical assessment of detailed de-
sign studies, the focus is less on manipulating the ob-
ject itself but on the authentic representation of materi-
ality, look and feel. VR still can be useful for these tasks.
However, this is the point, where in manufacturing pro-
cesses the transition to AR-visualizations begins, as the
real world look and feel can’t be completely simulated by

1 Google LLC. Tilt Brush. https://www.tiltbrush.com/, 2017. Last ac-
cessed: 2019-02-27.
2 Google LLC. Google Blocks. https://arvr.google.com/blocks/, 2017.
Last accessed: 2019-02-27.
3 Epic Games.Unreal VR Mode. https://docs.unrealengine.com/en-
US/Engine/Editor/VR/index.html, 2016. Last accessed: 2019-02-27.

https://www.tiltbrush.com/
https://arvr.google.com/blocks/
https://docs.unrealengine.com/en-US/Engine/Editor/VR/index.html
https://docs.unrealengine.com/en-US/Engine/Editor/VR/index.html
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Figure 10: Classification of preformed roles described in Section
4 and the respective technology used, as well as allocation to the
corresponding phase of the development process. In addition, the
prototypes based on the described showcases are located. As the
phase progress, the use of VR shifts to AR, since the existence of
physical objects is then more prevailed.

current technology (see Figure 10). Based on these obser-
vations we propose a structure for the design space of AR
and VR technologies in manufacturing processes.

5.5 The Design Space for Collaborative
Mixed-Presence in Manufacturing

Starting from early design phases, in which rapid genera-
tion of ideas and evaluation is crucial, we see the advan-
tages of VR as a preferred technology to use. Distributed
teams couldmeet in virtual playground to exchange ideas,
for sketching and prototyping and for assessment of vir-
tual mock-ups (see Figure 10, phase design).

As the design phase continues and the objects become
more detailed and complex, manipulation and modeling
become less important. However, the opportunity to disas-
semble a virtual object, to hide parts and to rapidly adjust
magnification, viewing angle andpositionmakesVR still a
very viable technology to use, but slowly the first physical
prototypes emerge and with them AR technologies rise in
importance. In specific phases, a combination of AR and
VR is useful – for judging issues under real-world condi-
tions in an unobstructed view and to analyze technical
details or access design variants. In the pre-production
phase, AR becomes more and more significant, as issues
can be re-evaluated on the physical model, whereas data
canbedirectlymappedonto the real surface (see Figure 10,
phase pre-production).

Reaching the end of the production cycle – especially
in collaborationwith the customer, collaborative toolsmay
focus on traditional tools which may be combined or ex-
tended with AR – techniques (see Figure 10, phase pro-
duction). However, the different roles of the participants
must be distinguished [17] and functionalities provided.
In our presented use case, we have the supplier in form of

the contributor, the designer as part of the decision mak-
ers and the manufacturer as the decision pilot who leads
the discussion. At the same time, [20] model must be em-
braced when developing functionalities supporting these
roles, since it takes into account the different characteris-
tics of task-related group work.

6 Conclusion
In this paper, we focused on Mixed Reality collaboration
in manufacturing and quality assurance processes. Based
on the aspects of collaboration, interaction and shared vi-
sualizations in Mixed Reality environments, we presented
remote collaboration prototypes using HMD-based as well
as tablet-based AR as well as VR technologies. Based on a
real world scenario in the context of quality assurance, we
presented visualization procedures as well as role based
interactionmethods to support the collaboration in design
processes.

First, our efforts draw attention to the importance of
augmented and virtual reality technologies in remote col-
laborations and reveal its complexity. While existing re-
search in the thematic area of collaborative immersive an-
alytics often focuses user-centered presence in virtual en-
vironments, we highlight an approach that provides a way
to overcome the limits of concreteness of objects, individ-
ual perspectives on it as well as object-centered collabo-
rations. The prototypes demonstrate design recommenda-
tions for Mixed Reality system to enhance remote collab-
oration based on object information and object-centered
interactions. Thereby, approaches of visualization and in-
teraction for the transmission of non-verbal user informa-
tion were emphasized.

Second, the prototypes and the described future direc-
tions have shown that augmented and virtual reality tech-
nologies can be used in every phase of product develop-
ment, yet not in a uniform manner. We have investigate
the benefits of each technology to find reasonable config-
urations and identify phases and user roles in which each
technology fits best. The described combination of AR and
VR techniques within the developed prototypes illustrates
the design space for the use ofAR/VR remote collaboration
in the manufacturing process in the automotive industry.
The use of an additional non vehicle-specific component
in observation and user feedback has shown that the ap-
plicability of the presented concepts is not limited to car
manufacturer and applicable to similar manufacturing in-
dustries.

Third, in conjunction with taxonomies and categories
in the field of collaborative immersive analytics, our de-
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rived classification might be able to provide a application-
oriented view on Mixed Reality based collaboration tools
in design processes. Based on this classification as an ini-
tial step, it would be useful and meaningful to discuss
what type of user intent a system supports (or not) as well
as what tasks a system supports (or not).
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