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Abstract
Delivery tasks and environmental exploration commonly utilize
multi-robot systems. However, programming robots still requires
a high level of expertise and knowledge. Therefore, the applica-
tion of Augmented Reality (AR) has shown promise in aiding ro-
bot programming, enabling the user to operate within the robot’s
space and view robot data and information. Most approaches focus
on programming single-robot manipulators or mobile robots. To
also offer the programming of multiple collaboratively working
robots, we propose EURAPS*, an extension of the existing EURAPS
framework. As a feature, we integrate a collision warning to assist
the programmer in collision-free multi-robot programming. We
conducted a user study to evaluate our system’s effectiveness in
detecting collisions among mobile robots. The results show that
the collision warning assists the user in avoiding robot collisions.
Further research is needed to focus on more reliable robot tracking
for precise recognition and collision warning with other obstacles.

CCS Concepts
• Human-centered computing → Mixed / augmented real-
ity; User studies; • Computer systems organization→ External
interfaces for robotics.
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1 Introduction
In recent decades, the use of robots has increased in various sectors
such as industry, healthcare [14] and education [7]. Traditional
or collaborative robots (cobots) play a central role in Industry 4.0.
Here, robots are used to support production assembly tasks such as
screwing, welding, painting, or cutting due to their high durability,
speed, and precision [15]. In this context, static robot arms and
manipulators are mainly used. Mobile robots, in contrast, are more
complex and thus offer a higher variability of application domains
such as research and exploration [4], logistics and distribution [21],
or delivery [1]. Efficiency can be increasedwithmulti-robot systems,
for example, working collaboratively in warehouses [11].
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Robot programming is therefore essential, but error-prone, diffi-
cult, and requires a high level of expertise and programming knowl-
edge [20]. To address the challenge of complex robot programming,
especially for Human-Robot Collaboration (HRC) systems, Aug-
mented Reality (AR) has been implemented in the robotics context.
AR can display additional information to the user and assist during
robot interaction, for example, by displaying the robot’s next move
or general robot information [9]. In addition, an AR projection of
the robot in the real world can be displayed, for example, with a
Digital Twin (DT) providing a simulation of the robot in the real
environment [8]. User studies have already shown that these ap-
plications are more usable and result in higher user satisfaction
[17, 22]. However, most AR robot programming systems do not
consider multi-robot programming and only use a single robot.
Therefore, we extended our previous work, EURAPS [17], for multi-
robot programming with a collision warning. The application runs
on a Hololens 2 in combination with two Lego NXT. This paper
is a partial presentation of our recent results with a focus on the
collision warning system. In this context, we pose the research
question: "Does the AR collision warning feature aid in the preven-
tion of robot collisions?" The goal is to analyze the necessary data
visualization in AR to support multi-robot programming.

The following Section 2 outlines briefly the existing work. Af-
terward, Section 3 describes the conception and implementation of
our multi-robot programming system in AR with collision warning.
In Section 4, we present the evaluation and user study’s results.
Finally, Section 5 concludes the paper and examines future work.

2 Related Work
Robot programming has been applied for both static robot manip-
ulators and mobile robots for various applications. The following
presents an overview of multi-robot programming in AR and colli-
sion detection or warning approaches for multiple robots. Chandan
et al. [6] proposed an algorithm and framework named ARROCH
that provides bidirectional communication and programming of
multi-robots in indoor environments. The system visualizes the
mobile robot’s states and planned tasks via an AR interface on a
tablet, but the head-mounted display (HMD) is also usable. At the
same time, the user can give the robots feedback so they can ad-
just their behavior. User studies with a delivery task for the robots
and puzzles for humans to simulate assembly tasks showed that
participants could solve the tasks faster in ARROCH compared to
traditional robot control with RViz, a visualization environment for
the Robot Operating System (ROS). Furthermore, the participants
perceived ARROCH as less distracting while working on their own
tasks, more user-friendly, and helpful in keeping track of the robot’s
status.
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Later, Chandan et al. [5] proposed a framework to visualize data
in multi-robot systems. The authors used Imitation Learning (IL) to
train the robots to dynamically adapt the AR visualization. The user
study tested collaboration between a human and multiple mobile
robots in a warehouse environment. The results showed increased
efficiency in human-multi-robot collaboration compared to their
previous work, ARROCH.

As collision avoidance is often a part of robot navigation algo-
rithms, Khan et al. [16] extended such an algorithm without com-
munication and centralized processing to avoid collisions within
mobile robots, as the previous algorithm fulfilled collision avoid-
ance but caused deadlocks in dense environments. The idea was
to adapt traffic rules when a collision situation arises, rather than
choosing the optimum path. Testing the algorithm in simulation
shows no appearance of deadlocks.

Others, like Asama et al. [2] propose a collision avoidance al-
gorithm for multiple robots based on rules in combination with
communication between the robots with collision warnings.

As communication between the robots is unreliable and compu-
tationally expensive, Fan et al. [10] developed a multi-robot navi-
gation system that employs decentralized collision avoidance with
Deep Reinforcement Learning (DRL). Each robot perceives its en-
vironment using LiDAR sensors, whose data is then processed to
create a map and make its own decisions. Through DRL, the robots
learn how to interact with their environment and avoid collisions.
The learning algorithm was trained in simulation and then tested
in simulations and real-life experiments. The results show good
performance in avoiding collisions.

In summary, just a few studies focus on programming multiple
mobile robots in AR. These studies primarily concentrate on visu-
alizing the robots’ states and tasks. These studies do not consider
providing the user with additional information during program-
ming, such as collision warnings. On the other hand, the robot’s
navigation algorithms primarily consider collision detection and
avoidance to identify obstacles and modify the robot’s path. Colli-
sion warnings during the programming of mobile robots are nev-
ertheless not considered. As programming multiple mobile robots
in AR is rarely considered and collision detection in such mobile
systems is not covered, our system fills the gap by combining multi-
robot programming with collision warning.

3 Concept and Implementation
This section outlines our approach to extend the functionality of
EURAPS [17] to handle multiple robots with a collision warning
system. We first explain the concept and then describe the imple-
mentation of the collision warning.

3.1 Concept
As our system extends the previous work EURAPS [17], the basic
application components and workflow remain the same. The new
components now provide multi-robot programming and introduce
collision warning.

The application starts by automatically connecting to both robots
via Bluetooth. The imagemarker defines the world coordinate space,
allowing to visualize the AR interface and the Digital Twin of each
robot (Fig. 1, 1). The color of the DT distinguishes the robots from

each other. Two sliders on the left side of the program bar allow
to select one robot for programming (Fig. 1, 2). On the right, the
program bar contains the necessary functionalities for program-
ming several robots (Fig. 1, 3). The buttons contain functions such
as running the real or virtual robot or the saved program, adding
program blocks, saving the program code or resetting the robots.
Thus, the user can select one of the two robots, program commands,
simulate the DT, and save the program when satisfied.

The saved robot paths appear in green (Fig. 1, 4), while the
currently programmed paths appear in orange (Fig. 1, 5). When
the user has finished programming one robot, he can move on to
the second robot. If a collision within the robot paths is calculated
during programming, a red sphere is generated to warn the user
of such a collision (Fig. 1, 6a and 6b). Now the user can modify the
robot paths until the warnings disappear, thus solving the collision.
Finally, the user can simulate both virtual robots in AR or run the
programs with the real robots.

To summarize, our framework enables the programming of two
mobile robots. This allows two robots to work collaboratively. The
collision warning helps the user quickly recognize collisions and
program collision-free and safe robot paths.

3.2 Implementation
Our collision warning distinguishes between two possible collisions
that can occur during robot programming:

(1) Both robot paths intersect and the robots reach that inter-
section point at the same time (Fig. 1, 6a)

(2) Both robot paths are too close to each other and the robots
reach that close point at the same time (Fig. 1, 6b)

Since the robot path is saved and visualized as line segments with
two points in Unity, a possible collision is generally estimated based
on the line equations. At first, our algorithm checks for intersecting
line segments between the robot paths. Based on the two points
from line 1 (𝑥1, 𝑦1) and (𝑥2, 𝑦2) and the two points from line 2
(𝑥3, 𝑦3) and (𝑥4, 𝑦4), each of the line segments can be defined in a
parametric equation with the scalar values 𝑡 and 𝑢:

𝐿1 =

[
𝑥1
𝑦1

]
+ 𝑡

[
𝑥2 − 𝑥1
𝑦2 − 𝑦1

]
and 𝐿2 =

[
𝑥3
𝑦3

]
+ 𝑢

[
𝑥4 − 𝑥3
𝑦4 − 𝑦3

]
(1)

Using these, the intersecting point can be estimated with the
following equations 2 and 3 to calculate the scalar values indicating
where the intersection lies on the line segments.

𝑡 =
(𝑥1 − 𝑥3) (𝑦3 − 𝑦4) − (𝑦1 − 𝑦3) (𝑥3 − 𝑥4)
(𝑥1 − 𝑥2) (𝑦3 − 𝑦4) − (𝑦1 − 𝑦2) (𝑥3 − 𝑥4)

(2)

𝑢 =
(𝑥1 − 𝑥2) (𝑦1 − 𝑦3) − (𝑦1 − 𝑦2) (𝑥1 − 𝑥3)
(𝑥1 − 𝑥2) (𝑦3 − 𝑦4) − (𝑦1 − 𝑦2) (𝑥3 − 𝑥4)

(3)

If 0 ≤ 𝑡 ≤ 1 and 0 ≤ 𝑢 ≤ 1, an intersection occurs. Otherwise,
no intersection lies within the line segments. When an intersection
occurs, we estimate the intersection point and calculate the time
it takes for each robot to reach it. The time thereby considers the
robot’s time to drive a line segment, turnings, and claw movements
based on the speed. We compare the times at the end and display a
collision warning sphere if both robots reach the intersecting point
at roughly the same time.
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Figure 1: EURAPS* application overview in AR with the two Lego NXTs and their Digital Twins (1), program bar for multiple
robots with robot selection (2 and 3), visualization of the programmed robot paths (4 and 5) and collision warning (6a and 6b)

In the second case, if the robot paths are too close, the distance
between a point on one path and the line segments of the other
path are compared. If the distance is too close and both robots
reach this point at the same time, a collision will occur. Therefore,
the calculation is based on the point 𝑃 (𝑥1, 𝑦1) from the first path
and the points 𝐴(𝑥3, 𝑦3) and 𝐵(𝑥4, 𝑦4) from a line segment from
the second robot’s path. The distance is calculated based on the
following equation:

𝑑 =
| (𝐵 −𝐴) × (𝑃 −𝐴) |

|𝐵 −𝐴| (4)

If the distance 𝑑 between the point and the line segment is too
small and both robots reach it at the same time, a collision warning
sphere is displayed.

4 Evaluation
A user study was conducted to evaluate the previously described
system regarding the research question. In the following, first, the
study setup is described followed by the results.

4.1 Study Setup
For the study, we set up two robot programming tasks. To evaluate
collision warning, one task was to program two Lego NXT robots
in AR without collision warning (2R/wo), and the other task was to
program two Lego NXT robots with collision warning (2R/w). The
general task was to program a pick-and-place application, where
the robots had to pick up an object in the room and place it in an
assigned deposit location. The robots were placed in such a way that
a collision between the robots would occur in the event of careless

robot programming, to evaluate the collision warning feature. An
overview of the study setup is illustrated in Figure 1, showing the
two robots, two drop-off zones in the back, and objects to be picked
up.

We were able to acquire nine computer science students from
the ages of 21 to 30 for the user study. No specific limitation was
made to their level of experience with general programming, robot
programming, or Augmented Reality. Thus, bachelor and master
students were invited. Before starting with the tasks, the partici-
pants were asked to rate their experience level on a scale from 1
- None to 5 - Expert in general programming, robot program-
ming and Augmented Reality. As all participants are computer
science students, the general programming experience was rated
high between 3 and 5 with a mean and average of 4. In contrast,
the experience in robot programming was rather low with five
participants answering that they had no previous knowledge. The
rest replied with an experience between 2 and 4, resulting in a mean
of 1 and an average of 2. The responses about the experience with
AR are varied, but half categorize their experience between 4 and
5, resulting in a mean value of 4. Overall, the average is 3.2.

After an introduction, we asked each participant to complete
the two tasks in a randomized order to minimize task completion
bias. Thus, 4 participants started programming without a collision
warning (2R/wo) and 5 participants started programming with a
collision warning (2R/w). After each task, participants were asked
to answer a study questionnaire consisting of the System Usability
Scale (SUS) [3], the raw NASA Task Load Index (TLX) [13], and
an additional question, as well as open text fields for positive or
negative feedback. The SUS was chosen because it is a common
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questionnaire for evaluating usability and user satisfaction, while
the TLX is widely applied for mental workload analysis. The ad-
ditional question A collision warning feature [could have] helped
me avoid collisions was asked as a five-point Likert scale [19] on
a scale from strongly disagree to strongly agree. The question was
adapted for the applications without collision warning to determine
if participants missed such a feature.

As an additional metric, the number of robot collisions was
initially included in the evaluation. Unfortunately, since the ap-
plication tracking is based on image tracking only and does not
include accurate tracking of each robot’s position, it was not pos-
sible during the user study to estimate real robot collisions due to
incorrect programming or inaccurate robot positions. Therefore,
this metric is not included in the final system evaluation as it was
not meaningful and significant.

4.2 Results
In the following, we will present and discuss the user study results
based on usability, workload and assistance of the collision warning
feature.

4.2.1 Usability. The corresponding SUS results are shown in Figure
2. The application without the collision warning feature achieved
an average SUS score of 84.4, corresponding to a "A+" on the scale
by Lewis et al. [18]. The collision warning application achieved a
similarly high average SUS score of 81.8, which corresponds to a
"A". When examining the specific questions in the SUS responses,
it is evident that participants who first used the 2R/w application
rated questions related to needing help from a technical person, fast
learning, and confidence rather low. However, when the task was
repeated with the other application, the SUS showed an increase,
suggesting that using the applications without prior knowledge is
more challenging.

4.2.2 Workload. Similar results are found for the raw TLX shown
in Figure 3. While the 2R/wo application has an average of 24.8, the
2R/w application has a higher average of 28.7. However, both are
within the acceptable range suggested by [12]. Overall, frustration
was rated highest for both applications, as most participants were
unable to complete the task of picking up the objects due to inac-
curate tracking. In addition, the mental effort question was rated
similarly high. Again, the scores decrease when users answer the
questionnaire after completing the second task, suggesting that the
overall workload decreases as the user becomes more familiar with
the application.

4.2.3 Assistance. The box plot in Figure 4 illustrates the distri-
bution for the additional question regarding the assistance of the
collision warning. Looking closer at the distribution for the appli-
cation without the collision warning feature, 50% of participants
rated the question that the collision warning feature could have
helped them to avoid collisions between 3 and 4 with a median of 4.
Two participants ranked this question at 1, indicating no need for a
collision warning feature. On average, the participants rated this
question 3.3. The application with the collision warning feature
has a higher rating, with an average of 4. The interquartile range
is between 4 and 5, with 5 representing the mean. Overall, most
participants rated the collision warning feature for the application

with more visualization between 4 and 5. Just two participants rated
this question with 1 and 2.

The results show that the application with the collision warning
feature has the highest rating. This indicates that most of the par-
ticipants found the collision warning feature helpful in avoiding
collisions between the two robots. The application without the
collision warning feature has a lower rating. This indicates that
the collision warning feature was not necessarily needed for the
application. This was mainly because some participants had pro-
grammed two robots with the collision warning in the previous
task and therefore already knew how to avoid collisions. However,
some participants managed to program the robot paths without any
collisions and did not experience the collision warning feature, thus
scoring the question low. Nevertheless, hypothesis testing did not
reveal statistically significant differences between the applications
for any of the results.

4.3 Discussion
In summary, the results show that most users found the collision
warning feature helpful for avoiding collisions. For the application
without the feature, most participants would also have liked such a
feature to prevent collisions between the robots. The outliers indi-
cate participants who were able to implement the paths without
any possible collisions, so they did not need the collision warning
feature. Nevertheless, participants had difficulties with the robot’s
collisions with immobile objects, indicating the need for an addi-
tional collision warning feature considering obstacles. At the same
time, not all collisions could have been prevented due to inaccurate
tracking. In the absence of a collision warning, the lower score
may be due to participants’ prior familiarity with programming
two robots in the previous task, which allowed them to program a
collision-free path and not experience the collision warning.

Both applications show a similarly high SUS, although the 2R/wo
application has a slightly higher SUS on average. This can be ex-
plained by the fact that more participants tested the collision warn-
ing application first and found it difficult to use at first. This is also
related to the limited robot programming experience and mixed AR
experience, so participants had to learn how to use the application.
However, with practice, the application seemed to get easier. This
is consistent with the text feedback from P2: "Initially, it was hard
to get along (no background knowledge), but it was quite easy and
well integrated so not that difficult in the end". It shows that some
practice is needed to successfully program multiple robots in AR.
To improve the usability of the application and to simplify the entry
point by allowing users to personalize it, future applications could
offer different visualizations of collision warnings or turn them on
and off.

The workload of the applications was also similar, although the
application without collision warning had a slightly lower average
and again performed slightly better. However, the individual re-
sponses show that users rated the application they used the second
time better, which also suggests that the application has a higher
workload the first time it is used, regardless of the collision warning.

Participants made suggestions to enhance the overall experi-
ence by improving the accuracy of tracking the robot’s position.
Since the system only sets a visual marker at the beginning of the
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Figure 5: Box plot diagrams of the user study results for programming two robots without (2R/wo) and with (2R/w) the collision
warning feature for the SUS Score, TLX Score and Collision Warning Feature

application, there is no accurate localization of the robots. This
makes it difficult or impossible for the robots to interact with the
environment. In addition, the AR visualization is not aligned with
the environment, so P9 has been verified that the overlap of the real
and physical world could be more precise. Future multi-robot pro-
gramming applications in AR will need to include an accurate robot
tracking system. Incorporating robot sensors for environmental
sensing or inter-robot communication could further enhance the
user experience, improve robot collaboration, and reduce collisions
between robots and the environment. In general, however, sev-
eral participants rated both systems as easy and intuitive, showing
that the application has potential even for inexperienced users and
beginners after a short period of practice.

5 Conclusion and Future Work
In this paper, we present our extension of EURAPS* for multi-robot
programming with mobile robots and collision warning in AR. Our
literature overview revealed that multi-robot programming in AR
has barely been covered in research so far, and collision warning has
not been covered yet either. We introduced our collision warning
feature, which estimates possible collisions based on intersecting or
closed robot paths. In our user study, we compared our feature with
multi-robot programming with and without a collision warning to
estimate the necessity of such a feature. The results showed that the
collision warning assisted in avoiding collisions between the robots.
In applications without the feature, most participants missed the
information.

However, in the future, we need to implement more accurate
robot tracking for precise collision detection. It is also necessary to
include sensor data to avoid collisions not only with other robots
but also with other obstacles. Furthermore, more visualization tech-
niques need to be evaluated and provided to allow for a higher
level of system personalization and thus an easier start in using the
application.
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