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Figure 1: The Prompt Lens (1) is placed over a dense region with multiple clusters of IEEE VIS abstracts represented in a scatterplot. A
tooltip (2) shows the distribution of precomputed cluster labels for hovered abstracts. A separate text box (4) shows a brief LLM-generated
summary of all abstracts under the lens. The previous lens position is indicated on the scatter plot (3), and the summary of those abstracts (5)
can be compared with the current selection. A detailed summary is shown on demand (6), and important keywords are highlighted and linked
back (7) to abstract representations containing the keyword (8). Detailed author information (9) is displayed when clicking on author names.

Abstract

Incorporating the analytical power of LLMs with the fast-paced interaction of magic lens-based exploration is an intriguing
prospect. Unfortunately, the costs of LLM-generated analyses are high, and applying them continuously seems prohibitive at
the moment. Accordingly, we suggest an LLM integration into magic lenses that supports the progressive triggering of costly
analyses based on users’ interest in the data hovered with the lens. We exemplify this approach with a lens technique for
exploring dimensionality-reduced embeddings of visualization paper abstracts shown in a scatterplot. Our proposed approach
links back analysis results to the explored visualization improving the comprehensibility and the assessment of the shown results.

CCS Concepts
* Human-centered computing — Visual analytics;

1. Introduction

Large Language Models (LLMs) add a powerful method to im-
prove interactive analysis, helping users understand and explore vi-
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sualized data [ZZZ*25]. Interfaces for interacting with LLMs are
often based on human natural language dialog, allowing for “chat-
ting” with the model but making the interaction slow. Interactive
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visualization systems, however, benefit or even rely on the “asym-
metry in data rates” [War19] regarding the amount of information
that is conveyed to users as compared to their interactive input:
With relatively few interactions, often realized as direct manipula-
tions [Shn83], users gain much visual information efficiently. This
work aims at improving the data rates by incorporating LLM-based
analyses with magic lenses [TGK*17] to support fast exploratory
analysis with the powerful capabilities of LLMs. We achieve this by
carefully developing prompts that are executed based on the data
shown in a visualization to which a lens is applied. This leads to
a “define prompt once, apply often” type of approach that com-
bines powerful models with fast-paced interaction. To keep the in-
teraction smooth, we reduce computational costs by adapting the
LLM-calls to the user’s degree of interest. We employ a progres-
sive [FFS24], multi-stage approach where precomputed informa-
tion is shown first before less expensive prompts are executed while
more expensive ones can be triggered on demand. We improve the
traceability of Al-generated results by linking these back to the data
hovered by the lens(es). This facilitates fast back-tracking, linking
of the information to improve understanding and to assess the gen-
erated output. Subsequently, we exemplify our idea by integrating
LLMs into magic lenses for exploring abstracts of IEEE VIS pa-
pers [IHK*17]. The proposed lens-based solution is employed on a
scatterplot that depicts dimensionality-reduced [MHM20] embed-
dings [RG19] of the abstracts as was suggested in previous works,
e.g., by Raval et al. [RWVW23]. By employing a flexible prompt
template, we support several analysis goals for this usage scenario,
including summarization and comparison of abstracts under one
or different lenses or contrastive comparisons. Our contributions
comprise: (1) the combination of LLM responses with a lens-based
technique supporting tasks such as document summary and com-
parison, (2) linking of textual LLM output to the visualization for
better exploration and plausibility checking and (3) enabling fast
LLM-based analysis depending on the user’s degree of interest by
considering the LLM’s computational cost.

2. Background and Related Work

Applying magic lenses [Fur86] in combination with visualization
has been extensively researched in the last decades [TGK*17].
In particular, recent works suggested their usage for exploratory
data analysis (EDA) in the context of multi-dimensional data vi-
sualization. For example, lenses can be used to convey details for
regions of interest that show the data in simplified or aggregated
form. During the exploration, users indicate their interest through
a continuous drag (and drop) interaction of the lens, which typi-
cally adds information about the visual data items hovered by the
lens. The data under the lens undergoes a task-specific transfor-
mation, and the results are often presented locally either in the
form of focus+context or cue-based approaches [CKB09]. For the
latter, variants exist showing details next to the lens [HIH*16].
Our approach realizes a hybrid variant where brief visual and tex-
tual cues are provided next to the lens while more detailed, tex-
tual information is shown in a separate view (see Figure 1). In-
tegrating machine learning (ML) approaches with interactive vi-
sualization has been a cornerstone of many visual analytics tech-
niques developed in recent years [YCY*21]. VisdML and ML4Vis
[SDBEA*23] describe the combination of visualization and ML

techniques, where our approach clearly addresses the latter case.
With the capabilities of foundation models, their incorporation into
EDA approaches is a logical consequence [ZZZ"25]. We propose
integrating LLMs into magic lenses [TGK*17] to profit from both
fast, interactive exploration and more powerful analysis options.
Incorporating processing functions into magic lens approaches is
limited by performance requirements to facilitate immediate user
feedback on the “magical” analysis performed by the lens. Conse-
quently, approaches that incorporate ML results focus on less ex-
pensive techniques [SMSL17], preprocessed results, or progressive
solutions [KKP*17].

To demonstrate our approach, we picked a text document explo-
ration scenario using paper abstracts of vispubdata.org [THK*17].
Both visual text document exploration [KK15] and the visual anal-
ysis of scientific documents [FHKM17] are addressed by many
works in the domain. Recent approaches leverage state-of-the-art
generative models and their increased reasoning abilities [HTK23]
to enrich the exploration and analysis of textual data. Many ap-
proaches leverage dimensionality reduction to depict documents’
vectors and embeddings in scatterplots [PNMLO0S, CRF*21] and
document landscapes [WTP*95, FK14, VMZL22]. In recent years,
non-linear projections such as UMAP [MHM?20] turned out to be
suitable solutions. We apply our magic lens approach to a scatter-
plot based on a UMAP projection of text embeddings.

Heimerl et al. [HJH*16] introduce a magic lens over a 2D doc-
ument landscape representing IEEE VIS papers that provides dy-
namic key term-based and visual cues to explain the data under
the lens. Wang et al. [WHC23] provide a map-based visualization
of dimensionality-reduced embeddings and adaptive visual sum-
maries that consider the user’s current zoom level to determine
the level of summary. We employ a comparable approach to cre-
ate a map-like document landscape and integrate progressive lens
interaction that considers the user’s degree of interest. As a key
difference, our magic lens enables dynamic local and contrastive
analysis, where data points under the lens can be compared against
the rest of the data. Raval et al. [RWVW23] probe LLMs for ex-
planations for text embeddings, where users lasso-select clusters of
interest to compare LLM results with phrases extracted with a tradi-
tional model. Nomic Atlas [Nom22] is a commercial tool that com-
bines dimensionality reduction and layout optimization in an in-
teractive landscape for the Al-assisted exploration of unstructured
data. We also employ LLM probing and document clustering, but
focus on fast, progressive analysis with lens-based interaction. With
flexible prompt templates, we support different text-based tasks and
provide interactive, internal links for plausibility checks.

3. Approach

We apply our magic lens approach to a spatial mapping of IEEE
VIS paper abstracts, where we compute high-dimensional text em-
beddings using Sentence-BERT [RG19] before we reduce the em-
beddings to 2D-representations with UMAP [MHMZ20]. This re-
sults in similarity-based projections of the abstracts, which we
visualize as a scatterplot. Subsequently, we apply spectral clus-
tering [NJWO1] to determine clusters based on the projection of
abstracts. Using the abstracts as input, we annotate clusters with
LLM-generated labels to provide static user guidance [CGM*17].
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Additional steps include the characterization of authors and gener-
ating (additional) cluster labels, again using respective prompts (see
supplemental material). The summaries are presented to users when
inspecting individual abstracts to reduce reading effort. Authors are
also described textually with a brief summarization of their contri-
butions to different topics. We use OpenAl’s gpt-40-mini [Ope24]
model for all LLM-based requests since we did not see a big dif-
ference in applying more powerful models such as gpt-4o. Still, the
approach can be configured to use more powerful models for tasks
if required.

3.1. Progressive Data Analysis

Our magic lens incorporates LLM requests to analyze the data un-
der the lens. We designed a multi-stage pipeline that applies dif-
ferent prompts based on users’ degree of interest. Costlier prompts
are applied as more complex tasks are performed to foster fast ex-
ploration and deeper analysis on demand. For arbitrary requests,
the computational cost and the resulting response times can render
smooth lens-based exploration impossible and significantly delay
analyses, even with powerful LLMs that can run on local machines.
CO; emissions and increased financial costs are other aspects we
would like to avoid. Consequently, we apply a progressive analy-
sis approach that employs more expensive approaches only when a
user indicates a higher interest in a region hovered by the lens. The
interactive lens can be placed and moved in the scatterplot, similar
to a drag-and-drop interaction. The displacement of the lens trig-
gers a three-step analysis of the abstracts under the lens. Our three-
step pipeline is designed to align with increasing user engagement,
progressing from a broad overview for casual interest, to a focused
overview for intriguing data points, and finally, detailed analysis
for strong user interest.

Analysis Step 1 First, the topical distribution of the abstracts under
the lens is displayed in a tooltip next to the lens. The distribution
appears as a sorted list of the most prominent clusters by the num-
ber of associated abstracts enclosed within the lens. While the lens
is dragged across the scatterplot, the tooltip is continuously updated
according to the new data under the lens. Since the information is
based on the pre-computed clusters, determining cluster association
is fast, and immediate feedback can be provided as users explore
the data.

Analysis Step 2 Dropping the lens over a group of data points
triggers an LLM analysis of the data. The LLM is prompted to
summarize all affected abstracts with a focus on identifying key
facts and phrases to briefly represent the distinct contents of the ab-
stracts. Depending on the number of abstracts, such a request can
take a few seconds to process and display the results. We perform
the summary task after users settle their exploration on a particular
group of data they are interested in, to keep interaction smooth and
avoid redundant processing costs. We limit short summaries to a
maximum of 300 words to reduce the cost of the prompts.

Analysis Step 3 If the short summary spurs the user’s interest, they
can explicitly request the third, most costly analysis. This triggers
another LLM request to generate a more detailed summary of the

© 2025 The Author(s).
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abstract contents. The extended summary comprises comprehen-
sive explanations of the central research topics found in the selected
abstracts, where key phrases and influential works are highlighted.
For the works, we instruct the LLM to return a reference as [first
author] et al. to backlink the reference to the data point (see 3.3).
We allow extended summaries to be up to 600 words long, which
requires costlier prompts that generate more tokens.

3.2. Prompting

Our prompting strategy allows us to adapt and reuse the prompt by
considering the task and the response length. The response time of
the model depends on the overall length of the request, comprising
the provided input and the length of the desired answer. The input
is a string and consists of the task description and the selected ab-
stracts. We utilized the refinement pattern introduced by White et
al. [WFH™*23] to design a structured prompt template and elaborate
on the iterative refinement in the supplemental material. The tem-
plate first enumerates and concatenates each abstract, helping the
LLM reference specific abstracts in its answer (see 3.3).

We designed the task description to enable changing the specific
task and the desired answer length. The LLM is then prompted with
the task description and the abstracts. Figure 2 depicts the prompt
template on the left with no specific task and wordLimit. Three
example tasks with a fixed wordLimit of 300 words are shown on
the right, where we instruct the model to summarize the abstracts,
identify the most important insights, or analyze controversies. We
counteract potential LLM hallucination by linking the results to
the visualized data and the originally included abstracts support-
ing users in assessing the results’ validity (see Section 3.3 below).
Careful prompt development by including clear rules for the LLM
to follow and instructions on how to proceed with negative cases
reduces this risk further. This can be helpful for tasks such as iden-
tifying controversies, where the model can make up controversial
statements otherwise. The use of natural language enables us to
adapt the prompts for new tasks as well. We elaborate on the dif-
ferent tasks and the prompt refinement in the appendix.

Currently, the lens size and the abstracts’ length are set in a way
that supports EDA tasks adequately without exceeding the context
token limit of gpt-4o-mini. This would not work for larger data sets
or lens sizes. In such cases, sampling strategies or novel streaming-
enabled models could be applied. Data privacy is also not consid-
ered for our usage scenario. Using privacy-preserving models or
running models locally would be required for analyzing sensitive
data.

3.3. Prototype

We realized our LLM-powered interactive lens in a web-based pro-
totype using Angular, TypeScript, and the d3.js library. Figure 1
depicts the main view, which presents the IEEE VIS abstracts as
2D projections in a scatterplot. To help users track their interac-
tive analysis, all data points inspected with the lens are shown in
black, while the remaining points are depicted in gray. This re-
alizes a mechanism similar to the “fog of war” idea for magic
lenses [HTJ*20] but focuses only on hovered visual items and
not on the lens position. To compare the analysis of two different
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[Task] Examples

The [ 1 ] is set to 300 words for all tasks

Prompt Template

### Abstracts Summary
Abstract 1: Summarize the main findings and themes across these
] abstracts in one SHORT sentence

Abstract n: Significant Insight
ent] Highlight the single most significant/interesting

discovery or insight for the visualization field
from all these abstracts in one SHORT sentence
### Task Description in total

Please perform the following

tasks with the above abstracts: .

1. [task] Controversies

2. Please do not exceed [wordLimit] words. Are th y controversies or different views on

3. If you refer to abstracts, do it ONLY in this form!:| a topic could very well be that there are none

‘(Abstract 1)' or '(Abstract 3,5,12)" and so on. e, explain what they are.

Figure 2: Left: the template structures the prompt such that the
context (abstracts) and the task description are separated. Right:
three distinct task examples with the same fixed word limit.

groups of data points, the previous lens position and LLM answers
are still displayed after dropping the currently used lens (green)
at a new position. The precomputed cluster labels are shown by
default, but can be toggled off to focus on visual patterns of the
scatterplot only. The tooltip seen in Figure 1(2) assigns a distinct
color to each cluster, indicated by a small circle to the left of the
label. This helps to associate clusters more easily, for example, in
the author bar chart (see Figure 1(9)). Clustering helps with gener-
ating aggregated labels for guidance and getting an overview. We
deliberately refrain from showing clusters explicitly by color, since
abstracts might be mixtures of different topics, and coloring would
indicate their association with a single specific cluster.

The LLM-generated summaries are shown to the right in a scrol-
lable panel as seen in Figure 1(4). Key phrases extracted by the
LLM and article references (indicated by the first author’s name)
are depicted as blue links (see Figure 1(7)). Clicking on a phrase
produces a text box with further explanations generated by the
LLM. If a user clicks on a reference, shown as [first author] et al.,
the article’s authors are listed, and the article’s content is shown
as a one-sentence, LLM-generated summary. The summary can be
extended to display the actual, full abstract of the article, and a
link below the abstract leads interested users to the publication for
further reading. Figure 1(9) shows that clicking on an author in
the author list depicts their main research areas by the number of
published articles per area as a bar chart. We also show an LLM-
generated summary of the author’s main contributions and a list of
frequent co-authors based on the author-involved abstracts.

Both important research phrases and author contributions are
linked back to data points by marking the corresponding abstracts
with a colored circle when users hover over the phrases or au-
thor bar chart respectively (see Figure 1(8)). To differentiate the
links, we color backlinks of phrases in red and backlinks of au-
thors in blue. The linking of abstract summaries to the abstracts
and LLM facts to the data points allows users to keep track of the
explored data and helps them assess the correctness of the LLM
analysis. There are two ways of linking aspects of the analysis back
to the visual representation: let the LLM perform the matching, or
perform keyword-based matching. Again, we apply a hybrid ap-
proach by matching authors using a string comparison and letting

the LLM define the backlinks for extracted important phrases and
concepts using LLM output, plus string matching to increase ro-
bustness. The rationale of our approach is that author names can
be string-matched straightforwardly, excluding typos, ambiguities,
or matching problems related to hallucination. For the phrases, we
want the LLM’s results to allow for non-exact matching of synony-
mously described concepts and phrases. In this case, we only apply
string-matching to the returned pseudo-structured links to abstracts
to make the linking more robust if the structure of the identified ab-
stracts is not perfectly well-formed (see template in Figure 2). The
analysis tasks to be accomplished with the lens can be switched.
By default, it creates a short summary of the hovered abstracts
when dropped. Available tasks include stating the most significant
insight, naming three salient facts, and identifying controversies, as
seen with the prompts depicted in Figure 2. The appendix provides
an application example of our prototype and details our suggested
workflow for scientific literature exploration using the magic lens.

4. Discussion & Future Work

We believe that fast, interactive visual data exploration has bene-
fits that cannot easily be compensated for with chat-based inter-
faces. Our suggested integration of LLMs into a magic lens-based
technique is one step toward making fast interaction approaches
more powerful. We speed up the analysis and circumvent high LLM
processing delays by using a progressive solution. Applying LLM
analyses more directly in a continuous manner might become pos-
sible as soon as powerful foundation models can be run locally on
cost-efficient hardware.

We utilize openly available but not open-source LL.Ms in our ap-
proach since these models currently provide the best performance,
at the risk of data leaks or unauthorized data usage when using pri-
vate or sensitive data. As open-source models become more capa-
ble, one possible solution can be to train our own model. The LLM
analyses of our approach are mainly shown as textual output. This
seems adequate for analyzing textual documents and the details-on-
demand approach we currently employ. However, it is not ideal for
fast interaction since reading text takes time and makes interaction
slower. Accordingly, fast, visually aggregated feedback, including
textual labels, would be more desirable. The flexibility of our ap-
proach is currently limited by predefined tasks, but can be adapted
with small changes to the prompt templates. Clearly, it would be
great to let users define their own tasks via prompts to utilize them
in a “prompt once, apply often” manner as well. Our approach sup-
ports fast and focused analysis of textual data in its current form,
with the IEEE VIS abstracts as one example. With changes to the
prompting and the linking mechanism, we can adapt the approach
to a variety of textual datasets and applications, e.g., to progres-
sively analyze large news corpora as demonstrated in the appendix.
For future work, we intend to increase the generalizability of our
approach by supporting the exploration of other, non-textual data
and researching LLM-based visual feedback solutions using magic
lenses. By linking analysis artifacts to the explored visualization,
analysis errors might become understandable and detectable for
users. However, we believe that such linking is even more impor-
tant for the interactive analysis itself, revealing additional regions
of interest.
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