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Abstract—In the early days of perceptual image quality
research more than 30 years ago, the multidimensionality
of distortions in perceptual space was considered impor-
tant. However, research focused on scalar quality as mea-
sured by mean opinion scores. With our work, we intend
to revive interest in this relevant area by presenting a
first pilot dataset of annotated triplet comparisons for im-
age quality assessment. It contains one source stimulus to-
gether with distorted versions derived from 7 distortion types
at 12 levels each. Our crowdsourced and curated dataset
contains roughly 50,000 responses to 7,000 triplet compar-
isons. We show that the multidimensional embedding of the
dataset poses a challenge for many established triplet em-
bedding algorithms. Finally, we propose a new reconstruc-
tion algorithm, dubbed logistic triplet embedding (LTE) with
Tikhonov regularization. It shows promising performance.
This study helps researchers to create larger datasets and bet-
ter embedding techniques for multidimensional image qual-
ity. The dataset includes images and ratings and can be
accessed at https://github.com/jenadeleh/multidimensional-
IQA-dataset/tree/main.

Index Terms—multidimensional image quality assessment,
triplet comparison, image quality dataset

I. INTRODUCTION

Perceived image and video quality are usually expressed

as a scalar, one-dimensional variable. If the subjective eval-

uation is based on the absolute category rating (ACR) or a

visual analog scale (VAS), the mean opinion score (MOS)

is given. For paired comparisons or comparisons between

more than two stimuli, a reconstruction algorithm generates

quality scores on a latent scale based on an underlying

statistical model.

However, as early as 1990, at the beginning of research

into the evaluation of image/video quality, an ITU report

proposed investigating perceived quality in a multidimen-

sional framework [1]. The aim was to examine the relation-

ships between objective and perceptual parameters and to

relate the perceptual dimensions to quality judgments and

viewer satisfaction.

Some studies had been carried out even earlier, around

1980 [2], [3], but few have followed since then. In these

studies, perceptual speech and visual quality was assessed

by difference scaling [3]–[7]. Streijl et al. [8] gave a com-

prehensive overview of the field in 2014. They pointed out:

“Although there has been [...] research into the multiple
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dimensions of quality, the use of multi-dimensional models

for quality assessment for the various modalities is still

relatively immature.” We think that today, ten years later,

this still is the case.

One of the reasons for this is that the ITU standards refer

to multidimensional quality assessment only by a method

called ’direct scaling’ [9]–[11]. In this method, several

descriptive quality scales such as audio discontinuity and

noisiness, compression distortion or image blur are evalu-

ated separately [12]–[16]. However, the original purpose of

multidimensional scaling is to discover and quantify such

dimensions in a perceptual space.

Several multidimensional reconstruction algorithms for

datasets of triplet responses have recently been developed

and analyzed [17]. However, none of these have been

applied to image/video quality assessment. In our work,

we use the following triplet embedding methods: GN-

MDS [17], STE & t-STE [18], and CKL [19].

We also propose a new embedding algorithm based on a

maximum likelihood estimation (MLE) of a logistic proba-

bility model. It includes a regularization term that integrates

prior knowledge: The reconstructions for a sequence of

images with increasing degrees of distortion of the same

distortion type should ideally form a sequence of points

lying on a curve. Therefore, penalizing a large curvature

can improve the multi-dimensional embeddings.

Lastly, there is a lack of appropriately designed datasets.

Here, we created such a dataset based on triplet compar-

isons. It facilitates pilot experiments to challenge and test

multi-dimensional reconstruction methods.

Our main contributions are: (1) Our annotated dataset

of 84 distorted images with 49,693 responses to 6,947

triplet comparisons. (2) A critical comparison of the per-

formance of existing triplet embedding methods applied to

the dataset, showing their potential and challenges. (3) The

logistic triplet embedding (LTE) with Tikhonov regulariza-

tion that greatly improves the quality of multidimensional

scaling for our dataset.

II. DATASET OF TRIPLET RESPONSES FOR

MULTIDIMENSIONAL IMAGE QUALITY ASSESSMEMT

A. Source and test images

For our stimuli, we used a subset of KonFiG-IQA

dataset [20]. In this dataset, the authors provided 10 source

images, each accompanied by distorted versions at 12 levels

of distortion for each of the seven selected distortion types

https://github.com/jenadeleh/multidimensional-IQA-dataset/tree/main
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(high sharpening, motion blur, lens blur, jpeg2000, refer-

ence, jitter, color diffusion, and multinoise). The source

images, with a resolution of 512 × 384 pixels, were cropped

from the images in the MCL-JCI dataset [21].

To keep the size of subjective study manageable, we

chose SRC31 and all its compressed versions for this study,

i.e., 85 images (1 source and 7×12 = 84 distorted images).

B. Triplet comparisons

From all possible 853 triplet questions, we have selected

the most informative ones, namely those that compare a

pivot image with test images that are likely to be percep-

tually close to the pivot. For this purpose, we let each of the

85 images be the pivot in 78 triplets. The other two images

in these triplets were chosen as follows. From all 85 images,

we took the 13 images with the largest (finite) peak signal-

to-noise ratio (PSNR) w.r.t. the pivot image, and used all

13 · 12/2 = 78 pairs as test images for the pivot. The order

in each pair was randomized. This yielded 6,630 triplets for

our study questions.

C. Crowdsourcing study

To conduct the subjective experiment on the Amazon

Mechanical Turk (MTurk) platform, we used triplets for

study questions and generated additional ones for trap

questions. We published 20 questions per each Human

Intelligence Task (HIT), consisting of 18 study and 2 trap

questions. Therefore, for 6,630 study and 738 trap ques-

tions, we had 368 HITs of 20 questions each and one HIT

of 8 questions (6 study and 2 trap questions). We posted

each HIT with 9 assignments for 9 unique crowdworkers.

Altogether, this resulted in 66,312 questions. The order

of the trap and study questions was randomized for each

worker to reduce bias.

Requirements for workers to participate included having

completed at least 100 HITs in previous work on MTurk,

with a 95% approval rate, as well as using a PC or laptop

with a screen resolution of at least 1366 × 768 pixels to

properly display the web interface with images and using a

Google Chrome browser.

Participants compared the images on the left and right,

choosing the one they perceived as more similar to the pivot

image in the middle. They could also select “not sure”. Fig.

1a shows a triplet comparison example. Including the “not

sure” option decreased mental load and improved data fit in

models, as found in [22], and has been used in some visual

quality assessment experiments [20], [23]–[25].

The workers had 5 seconds to inspect and decide on

the images. If they did not respond within the 5-second

display time, the image would be hidden, and a gray page

would appear, giving the workers an additional 3 seconds to

answer. If the crowdworker failed to answer, the response

would be labeled as “undecided”.

The Institutional Review Board of the University of

Konstanz ethically approved the experimental procedures

and protocols used in this study.

D. Data cleansing

A total of 264 workers participated in our subjective

experiment. We published 369 HITs, each assigned nine

times, resulting in 3,321 assignments. We excluded 818

(a) (b)

Fig. 1: (a) Example of a plain triplet comparison. The ques-

tion was “Which image looks more similar to the middle

one?” (b) Simulation ground truth. The points simulate

different distortion types (encoded by colors) and levels

(encoded by point size) and are arranged in spirals. The

reference level 0 is at the center, marked with a circle.

Fig. 2: 2D triplet embeddings for the spiral simulation

data. The linear Pearson correlation between reconstruc-

tion and ground truth distances are from left to right

0.77, 0.76, 0.70, 0.54. Normalized triplet errors are: 0.215,

0.212, 0.218, 0.229. Visual encoding as in Fig. 1b.

assignments due to either the failure of workers to correctly

answer a trap question or their inability to answer three or

more questions within the 8-second response time. From

the remaining approved assignments, 49,952 responses

were obtained. Of these, 259 responses were labeled as

’undecided’ and excluded from the analysis. The remaining

49,693 responses were used for the analysis. More details

are provided in the dataset readme file.

III. MULTIDIMENSIONAL TRIPLET EMBEDDING

A. Existing triplet embedding methods

Many triplet embedding methods have been proposed in

the literature [26], e.g., GNMDS [17], STE & t-STE [18],

CKL [19]. The general idea of the methods is to take the

triplet comparison among entities as input and output their

embeddings in an Euclidean space. The distances among

points represent the entities’ proximities based on the triplet

comparisons. In this work, we rank the performance of

several reconstruction methods using one simulation data

with ground truth, using linear Pearson correlation co-

efficient r [27] between reconstruction and ground truth

distances [28], see Fig. 3. From there, we observe the

reconstruction of our dataset with the ranked methods.

B. Logistic triplet embedding (LTE) with regularization

In order to apply MLE, we need to define the model

probability of the response R = left to the triplet questions

of which image is perceptually closest to the pivot. Let

xl,xp,xr ∈ R
n be the embedded points for the left, center,

and right images of a triplet, respectively. Then we take the



Fig. 3: 2D triplet embeddings of our image quality dataset.

Color-coded distortion types: • highsharpen, • motionblur,

• lensblur, • jpeg2000, • reference, • jitter, • colordiffusion,

• multinoise. Top row: Classical methods with normalized

triplet errors 0.139, 0.129, 0.126, 0.138 (left to right).

Bottom row: The logistic triplet embedding (LTE) without

regularization (λ = 0, left). On the right, with λ = 25
and two different initializations resulting in topologically

different sequences of branches. Normalized triplet errors

0.127, 0.130, 0.128.

logistic function of the signed difference of the distances,

d = ||xr − xp|| − ||xl − xp||, and set

P (R = left) =
1

1 + e−αd
, (1)

we choose α = log 3, which scales the units in the embed-

ding space according to just-noticeable differences (JND).

For a difference d = 1, we obtain P (R = left) = 0.75,

which corresponds to 1 JND. This also matches the design

of our database in which the stimuli for each distortion type

were chosen with a spacing of approximately 0.25 JNDs

between consecutive distortion levels. This model is similar

to that used in stochastic triplet embedding.

To smooth noisy embeddings, we introduce a form of

Tikhonov regularization [29] to the MLE by adding a

penalty term to its loss function. To this end, we use the

sum of the squared finite difference approximations of the

second derivatives taken at all coordinate points of the

sequences of embedded images of each distortion type. The

term is multiplied by a Lagrange factor λ that controls the

degree of smoothing.

C. Results

We computed triplet embeddings for our image quality

dataset and also from simulated triplets with 2D ground

truth as shown in Fig. 1b. The simulation parallels the

empirical data, simulating 7 distortion types at 12 levels

each and using the same triplets and the same number of

ratings as those in the dataset. The probabilities for the

triplet responses were computed using Equation (1).

Only if the triplet embedding methods are able to recover

the spiral ground truth shape from the simulation data, can

we expect any meaningful reconstructions for the subjec-

tive study data. The results, shown in Fig. 2, confirm for the

methods STE, CKL, TSTE, and GNMDS that they indeed

are able to recover more or less the rough outline of the

ground truth spiral shape.
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Fig. 4: The distributions of normalized triplet errors over

1000 initial configurations of embedding method STE for

the subjective data of our image quality dataset.

After validating that the reconstructions work for a data

set of the present format, we applied them to our experi-

mental data set. The results for STE, CKL, TSTE, GNMDS,

and LTE (λ = 0), shown in Fig. 3, reveal a few expected

polyline structures for the different distortion types, albeit

quite noisy. Thus, our dataset supports the hypothesis of

their existence. When adding the Tikhonov regularization

with λ = 25, these linear strands become very prominent,

clearly demonstrating the potential of multidimensional

image quality reconstruction.

Our data analysis shows the challenges of this approach.

In triplet embedding, a loss or stress function such as

the negative log-likelihood is minimized for the statistical

model used in STE and LTE. Optimizers can get stuck in

local minima, and this also happens in this application. We

performed 1000 runs for STE with random initializations

and recorded the normalized triplet loss for all generated

solutions. These values are shown in the histogram in Fig.

4. Obviously, there are not just a few but many local optima,

each suggesting a distinctly different geometric pattern for

the reconstruction.

Thus, different global topologies may emerge for the

same dataset using different reconstruction techniques or

just different initializations in their optimizers. This is

demonstrated with one example in the bottom row of Fig.

3 for the LTE method with regularization. We labeled the

branches by their corresponding distortion types (color-

coded) for the two results from different initializations. In

clockwise order we have a-b-c-d-e for the first and a-b-e-

d-c for the other case. Note that these symbol sequences

cannot be aligned by an isometric transformation of the

point configurations of the reconstructions.

IV. CONCLUSIONS

This work recalls the topic of multidimensional percep-

tual image quality assessment and shows its potential and

challenges. We contributed an annotated dataset of dis-

torted images with triplet comparisons. We also introduced

a new triplet embedding technique adapted to perceptual

quality scaling, and with a regularization term that helps

to align sequences of increasingly distorted images in the

embedding. We plan to integrate the triplet comparison

information directly into their embeddings as a layout

enrichment to get more faithful insight into the global

topologies.
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