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Figure 1: Overview of our proposed HiveFive360 placement algorithm in action. A swarm of diegetically embedded objects 
guides the user to the target (plant). (a-c) User’s view with schematic representation of the swarm placement (red circles) 
within the FOV. The dashed circle represents 30° eccentricity. (a) While the target is out-of-FOV, the swarm is positioned at 
30° eccentricity in the direction of the target. (b) As the user rotates the head towards the target, the swarm moves toward 
the object. (c) As soon as the target enters <30° eccentricity, the swarm is placed in front of the target. (d) Top-down parallel 
rendering with schematic representation of ve possible swarm placements on the approximated tangential cone (dashed line), 
which is constructed from a sphere (orange) and a cone (blue). 3D scene from Unity Technologies4 . 

ABSTRACT 
Modern display technologies, particularly those supporting 360° 
content, are increasingly used for immersive experiences in a va-
riety of domains. However, information outside of the user’s eld 
of view (FOV) may be easily overlooked. To address this, guiding 
cues can be provided to eectively direct attention. Subtle and 
diegetic cues are particularly eective in keeping the coherence 
and immersion of the presented content. HiveFive is one of the few 
diegetic highlighting techniques. It eectively highlights objects by 
attracting the user’s attention with swarm-like motion. However, 
HiveFive is restricted to in-FOV target highlighting. This work 
presents the novel technique HiveFive360, an extension of HiveFive 
that enables it to guide users to out-of-FOV targets. HiveFive360 
is evaluated in a user study against FlyingARrow and Subtle Gaze 
Direction VR regarding completion time, sense of presence and task 
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load. HiveFive360 was found to eectively guide users in various 
environments without excessive distraction or task load. 
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1 INTRODUCTION 
With the extension of freely navigatable 360° content, limitations 
arise from both the devices that display the content and the human 
visual system. These limitations restrict a user’s view to a specic 
solid angle, referred to as the FOV [21]. Information outside of the 
user’s FOV can easily be overlooked. This poses challenges, espe-
cially in the context of 360° movies or virtual reality (VR) games, 
as information relevant to the story may be missed. In these situa-
tions, it is important to provide guidance while ensuring that the 
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highlighting cue is seamlessly integrated into the context of the 
presented material. 

In recent years, numerous highlighting techniques with distinct 
guidance designs were developed for various application scenarios, 
for which specic techniques have been found. However, certain 
use cases remain unresolved. One of them is eciently guiding 
users to out-of-FOV targets without using highly overt cues that 
distract the user from the virtual environment or the story, or too 
subtle cues that might be overlooked. 

HiveFive is a diegetic highlighting technique by Lange et al. 
[27]. It is a particle system that imitates swarm-like movements, 
attracting the user’s attention and guiding their gaze towards the 
target object. However, HiveFive can only actively highlight targets 
that are within the user’s FOV. As soon as the target is initialized 
out-of-FOV, or the user turns away, HiveFive has no ability to gain 
the user’s attention. 

In this article, we propose HiveFive360, an extension of HiveFive 
that enables it to guide users to out-of-FOV targets. We developed 
and tested three HiveFive360 variants to determine the optimal pa-
rameter set. We further evaluated this technique in a user study with 
FlyingARrow, an arrow based overt highlighting technique [18], 
and an adaptation of Subtle Gaze Direction (SGD) for immersive 
environments [13] within three dierent virtual environments. Par-
ticipants conducted a search-and-select task, where they searched 
ten targets in each technique-environment-combination. In sum-
mary, our main contributions are: 

• We developed the novel technique HiveFive360, and optimized 
it based on the ndings of a concept validation study. 

• We evaluated HiveFive360 in a user study and compared it 
with FlyingARrow [18] and Subtle Gaze Direction VR (SGD-
VR) [13]. 

Our results show that HiveFive360 outperforms SGD-VR in terms 
of completion time, task load (mental demand and eort), and 
system usability. However, FlyingARrow guides faster than Hive-
Five360 and requires less mental demand. Regarding the sense 
of presence, no dierences between the techniques are observed. 
Among the tested techniques, HiveFive360 blends best into the
virtual environments and distracts the least. 

2 RELATED WORK 
HiveFive360 is the rst highlighting technique that is capable of 
highlighting out-of-FOV targets in 360° VR environments with a 
procedurally generated, diegetic cue. The most relevant related 
methods that are capable of highlighting out-of-FOV targets are 
FlyingARrow [18] as an example of an overt technique, and SGD-
VR [13] as an example of a subtle technique. Both of which are 
subject of our study (Section 4). Among the techniques that either 
can not highlight out-of-FOV targets, are not diegetic, or are not 
generated automatically, we can discern: 

Overt Techniques. Overt techniques feature highlighting cues 
that are clearly visible to the user, but are not elements of the 
environment. Common overt cues include lines and circles [2, 16, 
19, 35, 37, 47–49], points and spheres [17, 20, 23, 45, 49], arrows 
[3, 16, 18, 22, 29, 30, 37, 42, 47], or other structures like bars, maps, 
or funnels [4, 6, 30, 42, 44]. Although all of the overt techniques 
mentioned above can highlight out-of-FOV targets, the group of 

arrow-based methods was particularly interesting for our study, as 
many of them also continue to highlight the target as it enters the 
FOV [18, 30, 37, 42, 47]. This characteristic makes arrows a suitable 
cue for our user study. Additionally, for stereoscopic applications 
it is benecial to place the arrow in the correct depth plane [3]. 
This attribute is exhibited by three of our reviewed arrow designs 
[18, 42, 47]. Ultimately, we chose FlyingARrow, as it was tested in 
several studies, proving eective, comfortable and easy guidance 
[18, 22, 43]. Hu et al. found that adding a trail had a positive eect on 
completion time [22]. However, participants found their trail design 
uncomfortable to use and recommended reducing the thickness 
of the trail and making it less opaque [22]. This was taken into 
account in our FlyingARrow implementation (Section 4). 

Diegetic Techniques. Diegetic cues are elements or objects that 
are perceivable for all entities within an environment [39]. The 
diegetic VR guidance approach by Pausch et al. [34] includes in-
scene characters pointing or moving towards the target object. 
Compared against non-diegetic and half-diegetic cues, participants 
preferred the diegetic characters in terms of sense of co-presence, 
interaction quality and usefulness [10]. Likewise, Speicher et al. [45] 
showed that their technique “Person to Follow” performed second 
best in terms of accuracy and user experience. Nielsen et al. [33] 
designed a glowing rey that guides the user through the scene 
by following a predetermined path. Similarly, Cao et al. invented a 
crow that ies through the scene [8]. Unlike the aforementioned 
approaches, their method automatically spawned the diegetic cue at 
the right time and position. However, as with all of the techniques 
mentioned, their technique still required signicant work by a 
skilled 3D artist to seamlessly integrate the cue into the scene. 

Lange et al. developed HiveFive [27], a technique that serves as 
the basis for HiveFive360. HiveFive is based on Reynolds’ ocking 
algorithm [38], which procedurally generates swarm movements. 
Artists only need to dene position and general swarm parameters 
such as size, speed, extent, and color. However, the swarm’s position 
in space is xed. It can only highlight in-FOV targets. 

Subtle Techniques. Subtle Techniques are not consciously per-
ceivable by the user. A well-known technique is SGD [1]. SGD 
features a ickering stimulus, that is only presented in peripheral 
vision. It was adapted for various use-cases, such as guidance with-
out eye-tracking [46], and for immersive environments like domes 
and VR applications [13]. 

A second group of subtle guiding techniques utilizes stereo ri-
valry. These techniques involve a dichoptic presentation of two 
dierent images to both eyes. Deadeye presents the target object 
for one eye only, which makes it the rst pop-out cue that does not 
modify the visible characteristics of the target object [26]. It solely 
highlights in-FOV and was adapted for VR applications successfully 
[25]. Stereo Inverse Brightness Modulation (SIBM) modulates the 
brightness for the target’s image regions dierently per eye [14]. 
The cue was extended for out-of-FOV guidance as well [15] and 
was found to eectively guide in static and dynamic environments 
[14, 15]. 

Both SGD and SIBM highlight out-of-FOV targets and are there-
fore suitable for our study. We chose SGD-VR over SIBM, as it is a 
well-established cue [1, 11, 12, 31, 32, 46]. Additionally, Grogorick 
et al. have already designed a functional VR adaptation [13]. 
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3 DEVELOPMENT OF HIVEFIVE360 
The initial swarm design of Lange et al. [27] stays at a xed position. 
Thus, it does not have the ability to guide users to out-of-FOV 
targets. We expand HiveFive by positioning it dynamically, enabling 
it to highlight out-of-FOV targets. The swarm is spawned within 
the user’s FOV and gradually moves to the out-of-FOV target. In our 
adaptation, we left the original swarm, e.g. its visual appearance, 
as unaltered as possible to minimize confounding factors. Thus, we 
only modied the swarm’s placement in 3D space and its behavior 
to t our out-of-FOV guidance requirements. 

3.1 Swarm’s Placement in 3D Space 
We position the swarm in 3D space so that it is always inside 
the FOV of the user, with situation-dependent direction (0–360°), 
eccentricity (0–30°), and distance (Figure 1). 

Direction and Eccentricity. Based on Schor [41], we positioned 
the swarm at min. 30° eccentricity (Figure 1a) to trigger a head 
rotation towards the out-of-FOV target. As soon as the target is in 
the FOV of the user (<30° eccentricity), the swarm maintains its 
placement in the FOV in the direction of the target (Figure 1b/c). 
The swarm entering <30° eccentricity, thus, changing its behavior, 
indicates the presence of an interesting object in the area. 

Distance. Simply placing the swarm at a xed distance (on a 
spherical surface, Figure 2a) can cause confusion due to binocular 
vision [3]. Therefore, this approach is not sucient. To address 
this, the swarm must leave the spherical surface and y to the cor-
rect depth plane. We dened that it should maintain a minimum 
distance of 1m constantly, but move towards the target position 
(i.e., the correct depth plane) at the earliest opportunity. For this, 
we added an approximated tangential cone to our placement algo-
rithm (Figure 1d/2b). First, the algorithm calculates the direction 
and eccentricity as described above (Figure 1a–c). Then, it places 
the swarm on either the cone or the sphere, depending on which 
position is closer to the target (Figure 1d). The surface resulting 
from the approximation of the tangential cone is not C1 continu-
ous. This is negligible, as it is not noticeable due to the dynamic 
expansion and movement of the swarm. 

3.2 Particle Behavior 
In the initial implementation of Lange et al. [27], the swarm parti-
cles aim for the user-set center point of the swarm. In our adapta-
tion, the center point is dynamically positioned based on the user’s 
head orientation (Figure 1). However, when translating the center 
point, the particles move too slowly towards their new target po-
sition and are unresponsive to the user’s actions in the meantime. 
We resolve this by accelerating swarm particles that are too far 
away from the center position. Once the particle returns within the 
swarm’s boundaries, it resumes its default speed. To prevent parti-
cles from abruptly decelerating, we add an interpolation between 
the increased and default speed. The rate of deceleration can be 
manipulated by setting the size of a buer zone in Unity, in which 
the speed is linearly interpolated from high to low speed. 

Figure 2: The glass surface represents all possible swarm 
positions for the given camera location (blue sphere) and 
target (green sphere). Two placement options are considered: 
(a) Placement on a sphere, where the swarm maintains a 
constant distance of 1m to the camera; and (b) Placement 
on sphere+cone, where the swarm can leave the spherical 
surface and y towards the target, which is at an approx. 
distance of 3.5m. 3D scene from Unity Technologies4 . 

3.3 Swarm Behavior Variants 
We design three dierent swarm behavior variants which we eval-
uate in terms of subjective intuitivity in a concept validation study 
(Section 3.4). All three variants inherit the aforementioned changes 
(Section 3.1/3.2). 

Basic: No additional changes were made to this swarm variant. 
Agitated Bees: The swarm gets increasingly agitated as the user 

fails to look towards the target (i.e., the target is at >30° 
eccentricity). The particle’s speed and rotation speed are 
slowly increased to max. ×1.5 default speed. We hypothesize 
that increased particle movement and a change in behavior 
attracts attention. Furthermore, an increasingly hectic swarm 
may become uncomfortable, potentially making it too hectic 
to ignore and prompting the user to take some form of action. 

Periodic Movement: According to Pratt et al. [36], sudden move-
ment attracts attention. In this variant, the swarm periodi-
cally leaves the user’s FOV. It remains within the FOV for 
~4.5s, before rapidly ying towards the target in a direct path 
and returning after ~1.5s. This abrupt and unpredictable 
change in movement should capture attention [36], prompt-
ing the user to track the swarm. Additionally, we hypothesize 
that the larger movements of the swarm leaving the FOV 
attracts additional attention [46]. 

3.4 Concept Validation Study 
We conducted an interview-based concept validation study to eval-
uate our aforementioned three variants for the adjustment of Hive-
Five360. The study included 5 participants (3 male, 2 female) with an 
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average age of 24.8 years. All participants had normal or corrected-
to-normal vision. Two participants were visualization experts and 
three participants had VR experience. The concept validation study 
was conducted in the same study setup as the main study, as de-
scribed in Section 4. Participants examined all three variants in 
random order in the DesertTemple environment. They completed 
the same search-and-select task as in the main study (Section 4). 
However, they were informed that they could take as much time 
as they needed to examine the presented variant thoroughly. After 
each presented variant, the participants were interviewed. 

Similar to the results of Lange et al. [27], participants liked the 
swarm design and its bright color. In general, participants preferred 
the swarm to remain in their FOV, thus, opting for the basic and 
agitated swarm (ID2–5). Four participants explicitly stated that they 
did not observe dierences between the basic and agitated swarm 
(ID1, ID3–5). Two participants noted positively that the agitated 
swarm had a high reactivity, which is due to it’s higher particle 
speed (ID2, ID3). Four participants disliked the periodic swarm due 
to its rapid and hectic movements. In addition, they disliked that it 
left the FOV completely and had to be searched for (ID2–5). 

Based on these results, we made the following changes to the 
swarm for our user study: We decided for the basic swarm variant, 
as participants did not perceive the accelerations of the agitated 
variant. In addition, we enhanced the swarm’s reactivity by increas-
ing the particle’s default speed by ~42%, and increasing the speed 
of the particles that have a greater distance to the center point by 
~30% 

4 METHODS 
Our          
lighting technique for out-of-FOV target highlighting, assessing its 
eciency, ability to create a sense of presence, and induced task 
load. To do this, we compare it to two other highlighting techniques 
in a search-and-select task within three virtual environments. 

Independent Variables. The study involved two independent vari-
ables, each with three levels: 

• highlighting technique (HiveFive360, FlyingARrow and SGD-
VR) and 

• virtual environment (StreetCorner, DesertTemple and Indoor-
Room). 

As described in Section 2, we chose FlyingARrow as overt high-
lighting technique. It features an arrow that repeatedly spawns 
inside the user’s FOV and ies linearly towards the target. For the 
arrow implementation, we integrated the provided implementation 
of the GitHub repository1 by Gruenefeld et al. [18]. As suggested 
by Hu et al. [22], we also added a faint trail to the arrow to make 
its trajectory more visible (Figure 3b). 

In addition, we used SGD-VR as subtle highlighting technique 
(see Section 2). Our implementation follows the design and im-
plementation of Grogorick et al. [13] as they already adjusted the 
original SGD of Bailey et al. [1] for immersive environments (Fig-
ure 3c). For this, they adapted the stimulus by moving it inside the 
user’s FOV from the center towards the target direction (max. 35° 
eccentricity). In our implementation, the stimulus remains in a xed 

1https://github.com/UweGruenefeld/OutOfView 

goal is to examine whether HiveFive360 is a suitable high-

Figure 3: Screenshots of the three highlighting techniques 
used in the user study (a) HiveFive360 (b) FlyingARrow + 
Trail (c) SGD-VR. SGD-VR is only displayed on the left half of 
the image for better visibility. 3D scene from ReversedInt2 . 

Figure 4: Equirectangular images of the three virtual envi-
ronments that were used in the user study. Screenshots of 
the in-game view are added left and right of the 360° images. 
(a) StreetCorner (b) DesertTemple (c) IndoorRoom. 3D scenes 
from ReversedInt2 and Unity Technologies3,4 . 

position once the target is within 30° eccentricity. The stimulus is 
deactivated when the gaze of the user is within 10° of the stimulus’ 
surrounding. 

We selected three dierent virtual environments (VEs) for our 
user study that contained dierent amounts of visual clutter and 
consisted of indoor and outdoor scenarios. They did not contain 
any dynamic distractors or motion 2 [9]. We chose StreetCorner  as 
a cluttered 3 outdoor scene, DesertTemple  as a semi-cluttered and 
partially covered outdoor scene and 4 IndoorRoom  as a simple indoor 
scene (Figure 4). 

Task. Participants had to nd ten consecutively highlighted tar-
gets per stimulus. They started by turning towards a xation cross. 
As soon as the cross disappeared, the target was highlighted with 

2DayScene from https://assetstore.unity.com/packages/3d/environments/urban/ 
newgen-urban-229501
3The Courtyard from https://assetstore.unity.com/packages/essentials/tutorial-
projects/the-courtyard-49377
4Room from Unity’s 3D Sample Scene (HDRP). 
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the respective highlighting technique (HT). After successfully se-
lecting the target with a controller, the xation cross reappeared 
and the process was repeated. When all ten targets were found, 
participants answered the four questionnaires. 

Dependent Variables. We measured seven dependent variables: 
• completion time (i.e. the time between onset of the HT and 
selection of the correct target), 

• sense of presence, measured with the Igroup Presence Ques-
tionnaire )5 (IPQ  , 

• mental demand, measured with the NASA Task Load Index 
(NASA TLX)6  , 

• eort, measured with the NASA TLX, 
• system usability, measured with the System Usability Score 
(SUS) [7], and 

• two additional subjective metrics (ASM), both measured on a 
5-point scale inspired by Lange et al. [27]. 

Study Design. We used a 3x3 within-subjects design, evaluating 
three HTs (HiveFive360, FlyingARrow and SGD-VR) across three 
VEs (StreetCorner, DesertTemple, and IndoorRoom). Each partici-
pant was exposed to each combination of VE and HT once, resulting 
in 9 conditions per participant. The order of conditions was ran-
domized across subjects to avoid learning eects. The sequence 
of conditions was randomized by requiring that each HT and VE 
appeared exactly once in each block of three stimuli. In addition, 
we ensured that no two VEs or HTs were presented consecutively. 

Hypotheses. We investigated the following six hypotheses: 
• H1: When HiveFive360 is used as a highlighting technique, 
the completion time is faster than when Subtle Gaze Direc-
tion VR is used. 

• H2: When HiveFive360 is used as a highlighting technique, 
the sense of presence (IPQ) is higher than when FlyingARrow 
is used. 

• H3: When HiveFive360 is used as a highlighting technique, 
the sense of presence (IPQ) is the highest. 

• H4: When HiveFive360 is used in an indoor scene (Indoor-
Room), the sense of presence (IPQ) is lower than when it is 
used in an outdoor scene (StreetCorner/DesertTemple). 

• H5: When HiveFive360 is used as a highlighting technique, 
the mental demand (NASA TLX) is the lowest. 

• H6: When HiveFive360 is used as a highlighting technique, 
the eort (NASA TLX) is the lowest. 

The project was preregistered at Open Science Framework [24]. 

Apparatus and Materials. The User Study was conducted using 
the HTC Vive Pro Eye and Unity version 2020.3.21. Eye tracking 
(used for SGD-VR) was implemented using Tobii XR SDK version 
3.0.1.179. The utilized computer features an Intel Core i7-9700 run-
ning at 3.60GHz, paired with an NVIDIA GeForce RTX 3070 and 
64GB RAM. The utilized questionnaires are listed in Section 4. They 
were a single 7 integrated into  LimeSurvey form  . Participants com-
pleted the survey on a desktop computer situated beside the study 
area. 
5http://www.igroup.org/pq/ipq/index.php
6https://humansystems.arc.nasa.gov/groups/tlx/
7www.limesurvey.org 

Procedure. The procedure was consistent across all participants. 
Upon arrival, the participants received a verbal introduction. Fol-
lowing this, they read and signed a data privacy and consent form 
before completing a demographic questionnaire. Participants’ VR 
headsets were adjusted and the instructor explained how to cali-
brate the eye tracker. The participants received verbal instructions 
explaining the training task. During the training, they learned how 
to select nine consecutively color-highlighted targets (cubes) using 
the VR controller. After successfully completing the training task, 
the actual study task was explained verbally. The participants saw 
the initial stimulus. Upon successful detection of all ten targets, 
participants removed the VR headset and completed the four ques-
tionnaires. Once completed, the researcher proceeded with the next 
stimulus. After testing all nine stimuli and collecting the corre-
sponding questionnaires, participants received a compensation of 
12,00€. The duration of participation ranged from 50–70 minutes 
per participant. 

Participants. The study included 27 participants (19 male, 8 fe-
male) with an average age of 24.9 years. All participants reported 
normal or corrected-to-normal vision. Six participants reported no 
prior use of a VR device (rating 1/5), while 13 participants reported 
only a few previous uses without familiarity (rating 2/5). Six partic-
ipants self-reported as experienced users (rating 3/5), and two of 
the participants claimed to be experts (rating 5/5). 

5 RESULTS 
We treated trials that required assistance as outliers and removed 
them from our evaluation. As assistance, we dened a waiting 
period of approximately 60 to 180s. By this time, we assumed that 
most participants clearly expressed that they do not understand 
the task and we oered subtle help. Furthermore, any attempts that 
exceeded a completion time (CT) of 60s were eliminated from the 
evaluation as we do not suspect correct understanding of the task
or technique. In total, 17 out of 2430 trials were removed. Of these, 
2 trials included HiveFive360 and 15 included SGD-VR as technique. 
All metrics of the questionnaires were complete and hence, there 
were no outliers or missing data. 

We tested the data for normality using the Shapiro-Wilk test. Nor-
mality was not present in most data sets (Table 1). Since ANOVAs 
are resistant to Type-1 errors, we did not correct to a normal dis-
tribution [5]. We tested with Mauchly’s sphericity test and in case 
of a lacking sphericity, applied Greenhouse-Geisser correction. For 
post-hoc analysis, we used the Games-Howell test. Additionally, 
data sets that lacked normal distribution were tested with the non-
parametric Friedman test (Table 1). 

5.1 Completion Time 
SGD-VR had the highest completion time, followed by HiveFive360 
and FlyingARrow (Figure 5a). The rmANOVA and the Friedman 
test assessing the impact of HT on CT yielded  < 0.0001 (Table 
1a), indicating signicant dierences between the techniques. The 
post-hoc analysis revealed signicant dierences between all three 
techniques, with FlyingARrow < HiveFive360 < SGD-VR. 
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5.2 Sense of Presence 
HiveFive360          
SGD-VR and FlyingARrow. The rmANOVA revealed  = 0.106 (Ta-
ble 1b), indicating no signicant dierence in IPQ scores between 
the highlighting techniques. Therefore, no post-hoc tests were per-
formed. HiveFive360 does not outperform any other technique in 
regard to sense of presence. These results align with the intuitive 
understanding of the visual presentation in Figure 5b, where the 
mean values show a high degree of similarity. 

Regarding the dierence between VE types, both types revealed 
similar means and standard deviations (Figure 5c). The rmANOVA 
yielded  = 0.840 (Table 1c), indicating no signicant dierences 
between the techniques. HiveFive360 induced the same sense of 
presence for both indoor and outdoor environments. 

had the highest overall IPQ presence score, followed by

5.3 Task Load 
HiveFive360 and FlyingARrow presented a dierence in mean by 
0.65 for mental demand, while SGD-VR revealed the highest rating 
(Figure 5d). Both rmANOVA and Friedman test indicated signicant 
dierences (Table 1d). A post-hoc tests revealed dierences between 
all techniques (FlyingARrow < HiveFive360 < SGD-VR). Thus, the 
mental demand is the lowest for FlyingARrow. 

Regarding eort, the dierence in mean was 0.19 between Hive-
Five360 and FlyingARrow, SGD-VR again revealed the highest rat-
ing (Figure 5e). The rmANOVA and the Friedman test (Table 1e), 
and a consecutive post-hoc test revealed that SGD-VR was rated 
higher than HiveFive360 and FlyingARrow, with HiveFive360, Flyin-
gARrow < SGD-VR. The eort is equally as low for both HiveFive360 
and FlyingARrow. 

5.4 System Usability 
Based on Sauro and Lewis [40], 68 is an average SUS rating. Both 
HiveFive360 and FlyingARrow revealed above-average SUS ratings 
with means of 76.57 and 76.36, respectively (Figure 5f). Both had 
better usability than 77% of the products in the database of Sauro 
and Lewis [40] (grade: B [28]). The rmANOVA and the Friedman test 
(Table 1f), and post-hoc test indicated that they both outperformed 
SGD-VR, with HiveFive, FlyingARrow > SGD-VR. SGD-VR showed 
below-average performance with a mean of 45.99 (percentile rank: 
8% [40], grade: F [28]). 

5.5 Subjective Metrics 
To 
VE and not distract the user from the VE, we asked two 5-point 
scale questions inspired by Lange et al. [27]: 

ASM-1: “How well did the highlighting technique blend into 
the virtual environment?” (1: It blended very badly into the 
environment. 5: It blended very well into the environment.) 

ASM-2: “How much did the highlighting technique distract you 
from the virtual environment?” (1: It did not distract me at 
all. 5: It was very distracting.) 

The rmANOVA and the Friedman test (Table 1g/h), and post-hoc 
tests revealed that HiveFive360 outperformed both FlyingARrow 
and SGD-VR in both ASM questions (Figure 6), indicating that 
HiveFive360 blended the best into the VEs and distracted the least 

evaluate the highlighting technique’s ability to blend into the 

from the VEs. These results align with the ndings of Lange et al. 
[27]. 

6 DISCUSSION 
Predictable trajectories improve completion time. Participants re-

ported that FlyingARrow was the fastest due to its immediately 
predictable trajectory (ID5, ID9, ID12). The participants were able to 
select the target before the stimulus arrived there. In contrast, Hive-
Five360’s trajectory was less predictable (ID12). ID9 appreciated 
FlyingARrow’s distinct 3D shape and directional clarity, in contrast 
to HiveFive360’s simpler “moving sphere” display that relies solely 
on changes in position for directional guidance. Compared to SGD-
VR, HiveFive360 guided participants signicantly faster. Based on 
these ndings, we accept H1. 

In-situ designs guide slower for distant targets. Participants re-
ported that they were sometimes slowed down by the speed of 
HiveFive360 or FlyingARrow, having to wait for the HT to reach 
the target (ID12). This was particularly inuential for targets lo-
cated further away (>6m). Similar eects were reported by the 
participants of Hu et al. when comparing FlyingARrow to two in-
view techniques [22]. Additional data analysis revealed signicant 
eects of the target distance on CT for HiveFive360 and FlyingAR-
row. The CT for HiveFive360 increased by ~17% for distant targets
(>6m) and by ~20% for FlyingARrow, while it decreased by ~9% for 
SGD-VR. 

Participants remembered target locations and understood the func-
tioning of the techniques. ID12 mentioned that it was helpful to 
know the possible target positions beforehand in order to better 
guess the nal object (ID12). When splitting the data between VEs 
and trials per VE (3 trials per VE), analysis revealed signicant 
dierences between rst and second trials in the StreetCorner, and 
all trials in the DesertTemple environment. However, the results 
can also be explained by the assumption that participants had a 
better understanding of the overall task in the second trial. Another 
assumed learning eect might result from understanding the func-
tioning the technique, especially regarding SGD-VR (ID5, ID7, ID9, 
ID11). We found signicant dierences between all trials, for all 
HTs. 

The IPQ yields no signicant dierences. Given that overt and 
subtle cues resulted in the same IPQ scores, no conclusive assertion 
can be made about HiveFive360’s ability to create a sense of pres-
ence. We found no signicant dierences between the techniques, 
thus, we cannot accept H2 and H3. Likewise, we found no dier-
ences between the uses of HiveFive360 in dierent VE types, so 
we cannot accept H4 either. In contrast to our ndings, Lange et al. 
[27] measured that HiveFive induced the greatest sense of presence, 
compared to SGD and Arrow. However, during our study, partici-
pants repeatedly expressed the feeling that they were lling in the 
same values for the IPQ over and over again. Additionally, some 
participants expressed frustration with the length of the IPQ. As a 
result, they rushed through the IPQ for the later stimuli and proba-
bly did not consider their answers properly. It is unclear whether 
the IPQ was the correct tool for measuring sense of presence in this 
particular study design. 
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(a) (b) (c) (d) (e) (f) 

Figure 5: Statistical evaluation of the comparison between HiveFive360 (ours), FlyingARrow [18], and SGD-VR [13]. Mean and 
standard deviation are visualized for (a) completion time, (b)–(c) IPQ presence score, (d) NASA TLX mental demand, (e) NASA 
TLX eort, and (f) System Usability Score (SUS). Signicant dierences ( < 0.05) are denoted by ∗.

Table 1: Results of the rmANOVAs and Friedman tests assessing the eect of HTs on (a) completion time (CT) (b) IPQ score 
(d) NASA TLX mental demand (MD) (e) NASA TLX eort (E) (f) SUS (g) ASM-1 (h) ASM-2, as well as the eect of (c) VE with
HiveFive360 as HT on IPQ score.
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Figure 6: Mean and standard deviation for our two additional 
subjective questions (ASM), split by highlighting technique 
(HT). The bubble chart shows the relative number of re-
sponses per rating, coded by area. Signicant dierences 
( < 0.05) are denoted by ∗.

HiveFive360 has a low task load. The highest mental demand and
eort ratings for SGD-VR are consistent with the high potential for 
its misinterpretation. The cue was hard to see and hard to under-
stand (ID5, ID7, ID9, ID10, ID11, ID19), resulting in high mental de-
mand and eort ratings. In contrast, mental demand was perceived 
the lowest for FlyingARrow, likely because of its unambiguous, 
familiar design. More interpretation was required for HiveFive360. 
It was clearly visible, however, participants had to understand that 
it was meant to guide them. Based on these ndings, we cannot 
accept H5. As for eort, both HiveFive360 and FlyingARrow were
not challenging. However, HiveFive360 did not outperform Flyin-
gARrow, thus, we cannot accept H6. For SGD-VR, participants had
to work harder to complete the task by concentrating on seeing 
and understanding the cue’s guidance. 
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Compared to the original ndings of Lange et al. [27], the mean 
for mental demand increased only slightly, while the mean for 
eort remained unchanged. This is an interesting observation, as 
the additional diculty introduced by the techniques movement did 
not result in an increased task load. It is possible that the additional 
movement may have enhanced the technique’s visibility, thereby 
reducing its perceived task load. 

Additional analysis revealed the lowest temporal demand for 
HiveFive360, indicating that the task was perceived calmest with 
this technique. However, comments about the pace of HiveFive360 
were ambiguous. ID11 found the swarm to be the most relaxed 
technique, while ID16 stated that the constant movement of the 
particles and the swarm was “too much movement, too restless”. 

Participants understood how to use HiveFive360. FlyingARrow 
serves as a distinctive cue with high usability ratings. HiveFive360 
was rated as usable as FlyingARrow, despite its higher completion 
times and mental demand, indicating an easy to understand design. 

HiveFive360 integrates seamlessly into environments. This is po-
tentially due to its real-world resemblance. Unlike the FlyingARrow, 
a swarm of insects is plausible in reality, which increases its abil-
ity to blend in. However, its responsiveness to user actions was 
perceived as articial by one participant (ID9), reducing its en-
vironmental integration. The ratings of SGD-VR might be due to 
visibility issues and its ambiguous guidance (ID5, ID7, ID9–12, ID17, 
ID19), which shifts focus from the environment to deciphering the 
technique. 

7 LIMITATIONS AND FUTURE WORK 
Study Design and Setup. We assume that the length and repe-

titions of our study procedure might have lead to some rushing 
behaviour for the answers of our questionnaires. Additionally, we 
noted some learning eects in terms of the overall task and the 
target distribution which might have lead to shorter CTs for the 
later stimuli. The usage of IPQ as a means to measure the sense 
of presence may not have been sucient, given that the partici-
pants just spent a few minutes in the VEs. The original website of 
the IPQ6 does not provide information on the minimum duration 
required in the VE for the IPQ to be a suitable questionnaire. 

In addition, we noted that participants entangled in the cable, 
occasionally causing them to turn less eciently, which might have 
resulted in a longer CTs. We suppose that they became equally 
entangled for all stimuli, thus making this eect negligible. Further-
more, the handling of the VR controller could have led to longer CTs. 
Other studies have addressed this issue by allowing participants to 
stop the CT measurement by pressing a button and then selecting 
the target with a selection tool [27], or selecting the correct target 
by gaze [22]. 

HiveFive360’s Trajectory. Regarding HiveFive360’s trajectory, col-
lider volumes around objects can be added to avoid collisions. This 
might improve the diegesis of the swarm by making it behave more 
realistically. Furthermore, the swarm consistently chose the short-
est route, occasionally resulting in guidance via the oor or ceiling 
(ID12, ID17). This caused participants to search for the target on 
the oor or ceiling, and might have increased CT due to unnatural 

and inecient movements. To address this issue, a more sophisti-
cated pathnding algorithm could be implemented that prioritizes 
horizontal guidance. 

Swarm’s Visual Appearance. The swarm’s visual appearance im-
pacted both target selection and scene design. The swarm exhibits 
a vivid yellow color that was not visible against bright textured 
backgrounds (e.g. marble oor) or yellow objects (e.g. the lounge 
chair in the IndoorRoom scene). To address this issue, we recolored 
the aected objects in the scenes. Alternatively, in future applica-
tions, the swarm could be visually adapted to the respective scene, 
which we have avoided for reason of comparability. Additionally, 
the tiny particles of the swarm were not visible for distant targets 
due to their small size, so distant objects were excluded as targets. 
In future applications, the particles could be scaled according to the 
distance between the swarm and the user to ensure swarm visibility. 
To increase realism, the swarm’s appearance could be additionally 
tailored to each scene. For instance, in the IndoorRoom scene the 
swarm could comprise ies or dust particles. 

8 CONCLUSION 
HiveFive360 extends HiveFive [27] to highlight out-of-FOV targets 
by dynamically placing a swarm in the VE. HiveFive360 is devel-
oped in three dierent variants, which were tested in a qualitative 
concept validation study. The results indicated that participants 
preferred the swarm to be constantly visible inside their FOV and 
quickly react to their actions. The resulting version of HiveFive360 
was then tested in a user study against two other highlighting 
techniques: FlyingARrow [18] and SGD-VR [13]. 

The results of the user study demonstrate that HiveFive360 
guides participants to out-of-FOV targets faster than the other 
subtle technique, SGD-VR. However, guiding with the overt cue Fly-
ingARrow results in faster completion times than both HiveFive360 
and SGD-VR. Furthermore, HiveFive360 outperforms SGD-VR in 
the NASA TLX dimensions mental demand and eort. In compari-
son to FlyingARrow, HiveFive360 demonstrates worse performance 
in mental demand and similar results in eort, though. Regarding 
the sense of presence, no dierences between the techniques are 
observed. 

Further evaluations show that HiveFive360 blends best into the 
virtual environments and distracts the least, surpassing both SGD-
VR and FlyingARrow. HiveFive360 achieves a SUS score of 77 points, 
denoting good usability. Qualitative feedback indicates that par-
ticipants appreciate the pace of HiveFive360’s guidance but are 
dissatised with its trajectory, which has a tendency to deviate 
from horizontal guidance. Additionally, they favored FlyingAR-
row’s ability to guide them directly and quickly to the target, while 
strongly disliking SGD-VR’s overall visual and behavioral design. 

Overall, HiveFive360 shows promise for eciently guiding users 
in various environments without excessive distraction or task load. 
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