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This workshop paper examines the challenges of integrating generative AI (GenAI) into the design process, focusing on designers who 

are predominantly visual thinkers. Drawing from previous interviews with designers, we highlight challenges related to text-based 

inputs, difculties in controlling prompts, and the lack of proper integration into design practices. Our paper explores ways to improve 

designers’ interaction with GenAI tools, enabling them to achieve desired outcomes with less efort. We propose two approaches: one 

that enhances the use of text-based inputs through improved prompt generation with multimodal Large Language Models (LLMs) and 

another that introduces more intuitive, visually-driven methods like sketch and doodle inputs, reducing reliance on text prompts. This 
paper aims to foster discussions on how GenAI tools can better align with the needs of design professionals. Our work thus focuses on 

addressing the limitations of text-centric GenAI interfaces, making these tools more accessible and efective for visual thinkers, and 

ultimately improving their ability to leverage GenAI in the creative process. 
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1 INTRODUCTION 

Generative AI (GenAI) technologies are becoming increasingly popular and are signifcantly impacting felds like design. 
GenAI is a subset of AI technologies that can create diverse forms of content, such as images, text, and music, using 

inputs like text and images. Unlike traditional AI or machine learning (ML) models, which are typically employed for 
tasks such as predictive analytics, classifcation, and natural language processing (e.g., translation), GenAI specializes in 

producing new and original content comparable to human-created outputs [2, 8]. This capability holds considerable 

potential, particularly in creative felds, as it can speed up design processes, support concept development, and enable 

quick experimentation with multiple design alternatives [1, 22]. 
Designers commonly use GenAI tools for both image generation and natural language tasks. Well-known GenAI 

image generation tools include Dall-E [7], Midjourney [17], and Stable Difusion [10], while Large Language Model (LLM) 
tools like ChatGPT (GPT-4) [9], LLaMa [16] and Claude [6] handle mainly text-based tasks such as text generation, 
translation, and summarization. Although these tools have expanded to support inputs like images and sketches, 
they still rely heavily on text input. Moreover, tools like Midjourney often require developer-like commands, such as 
shorthand terms for controlling parameters (e.g., ar for aspect ratio, iw for image weight). Designers, therefore, need 

to acquire a sophisticated skill set in a diferent area before they can efectively work with the system, delaying their 
ability to focus on their actual design tasks. 
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These text-oriented interfaces present challenges, particularly for designers who think and work visually. Previous 
research on the challenges designers face with GenAI tools highlights the difculty many professionals encounter 
when trying to control prompts to generate the desired visual outputs [3, 15, 18, 22]. Our research [19], which included 

interviews with 16 professional designers, further revealed that many struggle to create efective text prompts that lead 

to satisfactory results, often resulting in increased time and efort spent on trial-and-error. 
This paper argues that current GenAI tools are not fully inclusive of visual thinkers, leading to gaps in usability and 

adoption. We suggest shifting or extending the design of GenAI tools to focus more on visual-centric interfaces and 

reduce the complexity of generating and controlling prompts. Our discussion focuses on two key approaches: 

• Supporting text prompt generation using multimodal LLMs: We suggest exploring how LLMs can assist in 

generating and refning text prompts, potentially reducing the efort and trial-and-error designers currently face. 
• Designing visual-input-centric GenAI interfaces: We propose discussing new approaches for interface 

designs that allow designers to control GenAI tools more naturally through visual inputs like sketches, scribbles, 
and images. These approaches could create a more intuitive experience aligned with visual thinkers’ cognitive 

processes. 

This work aims to explore how these interface changes can bridge the gap between text-based GenAI systems and 

the needs of visual thinkers, ofering new strategies to improve usability and better support designers in their creative 

workfows. 

2 RELATED WORK 

2.1 Challenges with GenAI Use in Design 

Research has explored the experiences of various groups of designers, including visual designers, architects, UI/UX 

designers, and 2D/3D creators, in their use of GenAI tools, particularly those involving GenAI image models [11, 13, 22, 
25]. Given that designers typically work with visual concepts, several challenges have been identifed. For example, 
Zhang et al. [25] identifed difculties among 11 architectural design students using GenAI tools, noting that a frequent 
mismatch between intended designs and the generated outputs often leads to frustration. 

Despite their potential, these tools, therefore, often demand signifcant time and efort from designers, who must 
refne their inputs repeatedly to reach the desired outcomes [4, 15, 18]. For instance, Oppenlaender [18] found that 
practitioners using text-to-image frequently refne GenAI-generated images by adding specifc modifers to their text 
prompts to align the results with their vision better. Similarly, Liu and Chilton [15] analyzed over 5,000 text-to-image 

generations and proposed design guidelines for efective prompt engineering, highlighting the trial-and-error process 
necessary to achieve coherent and satisfactory results. 

These challenges refect fndings from our own qualitative research [19], where many designers expressed difculties 
with text-based interfaces and controlling GenAI prompts. Visual thinkers, in particular, struggle to translate their ideas 
into efective text prompts, often resulting in time-consuming iterations and frustration when the generated outputs 
fail to match their vision. Additionally, controlling the prompts to achieve desired outcomes often requires extensive 

trial and error, adding to the efort and complexity of the design process. 

2.2 Visual-Input Centered Interfaces in GenAI Tools 

Research about the design process in general suggests that incorporating other modalities than text could improve the 

usability of GenAI tools for designers. For instance, Suwa et al. [21] observed that during this process, design sketches 
Manuscript submitted to ACM 



Overcoming Text-Centric GenAI Design Tools 

not only act as external memory or providers of visual cues for associating non-visual information but also create a 

physical environment in which design thoughts developed in real-time. 
Several studies in the area of interaction with GenAI have therefore explored the use of inputs beyond just text. For 

example, Lee et al. [12] compared sketch-based inputs to text prompts in generating 3D designs, concluding that while text 
prompts were efective in sparking initial ideation, sketches played a crucial role in physically representing and refning 

design concepts. Similarly, Qiao et al. [20] showed that combining image prompts with text signifcantly enhanced 

the representation of specifc subjects in GenAI-generated images. These fndings highlight the potential benefts of 
incorporating various visual inputs into GenAI tools to support designers’ creative processes better. Interestingly, in the 

context of story generation using LLMs, Chung et al. [5] used line sketch inputs to intuitively control story development 
with GPT, showing how visual input can enhance certain aspects of text generation beyond just image creation. 

2.3 Problem Statements 

We found that current text-input-centered GenAI tools are not well suited for designers, as they often struggle with 

efectively controlling and refning text prompts. Recently suggested sketch-based tools, such as those introduced by 

researchers [14] or commercial GenAI image tools like Vizcom [23], primarily focus on translating user sketches into 

varying levels of fdelity, including high-fdelity renderings or diferent artistic styles, from simple line sketches to 

detailed digital illustrations. However, these tools emphasize the conversion of sketches rather than using them as an 

intuitive form of prompt input to control and guide GenAI tools throughout the creative process. 
To address these challenges, we propose exploring design approaches for GenAI interfaces that cater to visual 

thinkers, with a focus on aligning with their cognitive processes and creative workfows. In this workshop, we aim to 

discuss new design approaches for interfaces and input methods while also considering broader interface and control 
solutions within the GenAI landscape, particularly in relation to the HCI community. Rather than requiring designers 
to adapt to GenAI, we propose adapting GenAI tools to support designers’ workfows. 

3 DESIGNING GENAI INTERFACES FOR VISUAL THINKERS 

To help designers overcome challenges with GenAI tools, we propose two key approaches to improve GenAI interfaces. 
The frst approach focuses on supporting designers in generating efective text prompts, enabling them to better 
understand and adapt to current text-input-oriented tools. This would reduce trial and error and save time in the design 

workfow. The second approach involves creating interfaces that allow designers to control GenAI tools using visual 
inputs, such as sketches and doodles, ofering a more intuitive and direct interaction for visual thinkers. 

3.1 Approach 1: Supporting Efective Text Prompt Generation Using LLMs 

In our preliminary interviews [19], designers shared strategies to overcome challenges with text prompting. A common 

approach involves leveraging multimodal LLMs for prompt engineering or generating descriptive text to guide image 

generation. Tools like ChatGPT or Midjourney’s describe function1 on Discord allow designers to upload reference 

images and generate tailored prompts. This reduces trial and error by producing prompts more closely aligned with the 

intended visual outcomes (see Figure 1). 
With the rise of multimodal LLMs, there is potential to integrate sketch and doodle inputs to further support text 

prompt generation for visual thinkers. For example, Wang et al. [24] proposed multimodal prompting that refnes text 

1https://docs.midjourney.com/docs/describe 
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Fig. 1. The describe function in Midjourney’s web version generates words and phrases based on an uploaded reference image. 
Designers can add these to prompts, refining text to beter align with desired visual outcomes, reducing trial and error. 

inputs and ofers image variations. Using LLMs to refne or generate prompts based on visual cues, designers can create 

more precise outputs. When LLMs interpret sketches, they can extract key elements and translate them into refned 

text prompts for GenAI models. This reduces the ambiguity that often arises with purely text-based inputs and leads to 

more accurate refections of the designer’s vision. 
Additionally, several designers in our preliminary interviews expressed confdence in improving their ability to 

work with text-based prompts [19]. Some were actively learning from communities or engaging in specialized training, 
showing a willingness to enhance their text-input skills. This suggests that, despite challenges, refning text-based 

interactions remains a valuable approach to improving GenAI workfows. 
However, this approach also raises important questions about consistency. How can LLMs ensure reliable and consis-

tent output from the same sketch or visual input? For instance, small variations in prompts can produce unexpectedly 

diferent results [18], making prompt control challenging. This is an important area for further exploration. 

3.2 Approach 2: Integrating Visual Input into GenAI Interfaces 

Incorporating visual inputs like sketches into GenAI tools can make the design process more intuitive and aligned 

with how many designers naturally work. For visual thinkers, relying solely on text-based prompts can be limiting. By 

integrating sketches alongside or, in some cases, without text inputs (an area that could beneft from further research), 
designers can better express and refne their ideas in more intuitive ways. 

From a technical perspective, LLMs could be integrated into GenAI image generation tools to interpret visual inputs, 
such as rough sketches or doodles. The system would process these visual cues and automatically generate or refne 

text descriptions, which are typically required by GenAI tools. Over time, the system could learn from the designer’s 
inputs, adapting to their style and preferences. This approach reduces the need for designers to manually translate their 
Manuscript submitted to ACM 
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Fig. 2. Our concept for a GenAI image tool prototype to be developed in future research. The tool allows users to control image 
generation through scribbles or sketches, enabling them to generate or refine images in a more intuitive, visual-driven design process 
with less reliance on text prompts (visualized with the help of DALL-E). 

visual ideas into detailed text prompts, as the LLMs interpret the concepts directly. Instead of constantly adjusting text 
prompts, designers can sketch their ideas and allow GenAI tools to interpret and build upon them. This approach helps 
designers focus directly on the actual visual task rather than the text prompts as an intermediary step. 

Thus, visual inputs like sketches or doodles do not merely serve as preliminary sketches to be translated into 

high-fdelity renderings. Instead, they act as visual prompts that allow designers to control GenAI tools directly in 

a way that more closely mirrors their creative thought process. By using sketches as control mechanisms, designers 
could interact with GenAI more naturally, reducing their reliance on text-based inputs and enhancing their creative 

workfows (see Figure 2). 
To the best of our knowledge, there is limited research exploring the use of visual prompts based on visual inputs in 

GenAI interfaces. We suggest further exploration to better understand the benefts and challenges of using visual inputs 
to guide GenAI tools. Future research could investigate how these inputs might enable GenAI systems to interpret 
complex visual cues with less reliance on text prompts, allowing for more intuitive, sketch-based interactions that align 

with designers’ natural workfows. 

4 CONCLUSION & FUTURE WORK 

In this position paper, we highlighted the limitations of text-centric GenAI tools for visual thinkers and proposed two 

approaches to address these issues. We suggested leveraging multimodal LLMs to enhance text prompt generation and 

designing interfaces that incorporate visual inputs, such as sketches, for more intuitive interaction. Our work advocates 
for expanding input modalities beyond text, aligning GenAI tools more closely with the needs of visual designers. For 
future work, we plan to prototype and test visual-centric GenAI interfaces and conduct user studies to assess their 
impact on design workfows. These eforts aim to contribute to more inclusive and fexible GenAI tools within the HCI 
community. 
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