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ABSTRACT 
Generative artifcial intelligence (GenAI) has become increasingly 
popular, infuencing various creative domains. However, while 
broader societal perspectives have been analyzed, specifc exami-
nations of how practitioners utilize GenAI tools to enhance their 
current workfows remain limited. To address this gap, we con-
ducted a qualitative study involving 16 professional designers from 
the automotive industry. We aimed to identify their challenges with 
existing GenAI image generation tools in daily design practices. 
Thematic analysis revealed four key themes: (1) the need for visual 
input-centric multi-modal interfaces that extend beyond textual 
prompts, (2) the lack of support for the iterative nature of design 
processes in GenAI tools, (3) difculties in controlling prompts to 
achieve desired outputs, and (4) the signifcance of incorporating 
human experiences and emotions into design. Based on our fnd-
ings, we propose and discuss potential design considerations for 
enhancing future GenAI image generation tool interfaces. 
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1 INTRODUCTION 
The increasing popularity and advancement of generative AI (GenAI) 
technologies have signifcantly impacted various domains, includ-
ing design. GenAI refers to AI systems capable of generating dif-
ferent types of content, such as images, sounds, and videos, using 
inputs like text, images, and voice. Most image generators driven 
by GenAI technologies can create high-quality images from sim-
ple prompts, even if users lack advanced skills in visual design or 
detailed artistic expertise. This capability can be particularly bene-
fcial in creative felds, providing inspiration, speeding up manual 
processes, and assisting in developing new concepts. Among the 
leading GenAI tools are Midjourney [35], Stable Difusion [18], and 
DALL-E [11], which generate images based on text prompts, either 
alone or combined with user-defned images or sketches. However, 
their interfaces remain predominantly text input-centric. 

While research on GenAI image generation tools in design felds 
has been conducted, much of it has centered on broader impli-
cations for design practitioners, including their expectations and 
both positive and negative perspectives on GenAI [21, 31, 52]. For 
example, Ko et al. [28] interviewed 28 visual artists from diverse 
art domains to explore the adoption of large-scale text-to-image 
generation models in their creative processes, focusing on partic-
ipants without prior experience with these models. Additionally, 
Tholander et al. [47] organized a workshop with fve designers and 
three design researchers to examine how GenAI tools, such as the 
large language model (LLM) ChatGPT [6] and DALL-E, assist in 
ideation and early prototyping. 

However, there has been limited research into how practitioners 
actually use GenAI tools in their daily workfows. We extended the 
existing line of work by conducting a qualitative study through in-
terviews with 16 professional designers from a large multinational 
automotive company. Our participants included interior, UX/UI, 
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concept, early phase, and 2D/3D designers working on projects be-
yond automotive design. While focusing on a single company may 
limit generalizability, the diverse roles of participants help mitigate 
this issue by providing a wide range of perspectives. In contrast 
to previous studies, which often focus on a specifc phase of the 
creative process, our study aimed to understand the challenges 
designers face throughout various stages of their daily creative 
work. We recruited designers with varying levels of experience 
with GenAI image generation tools. Our main goal was to gain 
practical insights into how these tools are used, identify challenges, 
and explore perspectives on appropriate interfaces for efective 
interaction with GenAI. For data analysis, we employed thematic 
analysis [4], allowing for an iterative examination and interpre-
tation of the collected data. Our analysis identifed four central 
themes describing the challenges of using GenAI tools in profes-
sional design practices. Throughout this study, ‘GenAI tools’ refers 
explicitly to GenAI image generation tools. 

The fndings of the study highlighted the following issues: 

(1) Current GenAI tool interfaces are not well-suited for visual 
thinkers. 

(2) These interfaces do not align well with the iterative and 
non-linear nature of the creative process. 

(3) Designers encounter challenges in controlling GenAI prompts. 
(4) There is a need for GenAI tools to support the integration of 

tangible, physical experiences, which are crucial for creativ-
ity and uniqueness in design. 

Based on our fndings, we explored design implications for GenAI 
tools in design practices. We recommend that GenAI interfaces 
support diverse input methods, including visual material-centric 
options, to better meet the needs of visual thinkers. These interfaces 
should also accommodate the non-linear, iterative nature of the 
design process, enabling seamless navigation of creative workfows. 
Addressing the challenges of controlling and sharing GenAI out-
puts and prompts through intuitive and collaborative interfaces is 
crucial. Additionally, integrating real-world experiences into digital 
workfows is key to enhancing creativity and fostering uniqueness 
in designs. Finally, investigating GenAI from a social interaction 
perspective could further improve collaboration and its impact on 
the design process. 

This paper makes the following contributions: We conducted 
a qualitative study to identify the challenges designers face when 
integrating GenAI image generation tools into their daily practices. 
By interviewing 16 professionals with varying experience levels 
and conducting thematic analysis, we gained practical insights into 
these challenges. From our fndings, we proposed design implica-
tions to enhance interfaces for better integration of GenAI into 
design workfows. 

2 RELATED WORK 
In this section, we frst review existing research on GenAI within 
HCI and related felds. Then, we explore related work on GenAI-
driven creative support tools and delve into research on the appli-
cations of GenAI across diverse industries. 

Hyerim Park, Joscha Eirich, Andre Luckow, and Michael Sedlmair 

2.1 GenAI Research in HCI 
GenAI is a subset of AI technologies that specialize in generating 
new content, such as text, images, music, and videos. Well-known 
GenAI models include Generative Adversarial Networks (GANs) 
[14], Variational Autoencoders (VAEs) [27], Generative Pretrained 
Transformers (GPTs) [42], and Denoising Difusion Probabilistic 
Models (DDPMs) [16]. Unlike traditional AI or machine learning 
(ML) models, which have been widely used for tasks such as pre-
dictive analytics, classifcation, natural language processing (e.g., 
machine translation), and speech synthesis, GenAI models have 
the unique capability to generate new content that is comparable to 
human-created outputs. This generative capability shows consid-
erable potential across various creative domains, including design, 
where it can provide inspiration, accelerate workfows, and aid in 
developing new concepts. 

In recent years, qualitative research has increasingly focused 
on the impact of GenAI on creative professions, with particular 
attention to image generation models. Inie et al. [21] conducted an 
online survey with 23 designers and design students from various 
felds, including UX/UI design, 3D art, and game design, to explore 
their views on GenAI. Although the study did not specify the types 
of GenAI discussed, responses primarily focused on image gener-
ation models. The fndings revealed mixed opinions, with some 
participants expressing concerns that GenAI might increase output 
quantity at the expense of quality, potentially weakening creative 
capabilities, while others were more optimistic about the potential 
for collaboration, noting that GenAI still requires human input to 
produce meaningful outcomes. Research by Li et al. [31], focusing 
on the perspectives of 20 UX designers on GenAI, found that while 
designers possess confdence in their creativity, originality, and 
empathic skills, they are also concerned about skill degradation, 
job displacement, and creativity exhaustion. These concerns were 
highlighted as having a more pronounced negative impact on ju-
nior designers. Additionally, Takafoli et al. [46] interviewed 24 
UX practitioners to investigate how GenAI is integrated into UX 
workfows. Their fndings revealed a lack of formal GenAI policies 
and consistent team practices, as well as the challenges in using 
GenAI for design tasks such as wireframing and prototyping. These 
challenges include the need for outcome validation, concerns about 
overreliance on GenAI, and the necessity for GenAI training. Yoon 
et al. [52] addressed key ethical concerns in using GenAI tools like 
ChatGPT and Midjourney in creative processes. Through observa-
tion and interviews with ten UX designers, they identifed issues 
such as reliability, bias, and the risk of unemployment, underscoring 
the need for fact-checking, empathy-based decision-making, and 
efective communication when integrating GenAI into the work-
place. 

Prior research has primarily focused on the impact of GenAI 
tools on creative professionals or non-professionals, highlighting 
their perspectives, expectations, and concerns. However, there has 
been relatively limited exploration of the practical challenges pro-
fessional designers encounter in their actual workfows when using 
GenAI tools. For instance, Gmeiner et al. [13] engaged 14 indus-
trial designers in the manufacturing sector in think-aloud studies 
and follow-up interviews to investigate the challenges they face 
while learning to use GenAI and ML-supported tools like Fusion360 
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and SimuLearn. One key fnding was that designers have difculty 
interpreting GenAI-generated outputs and making necessary adjust-
ments or corrections. Tholander et al. [47] conducted a workshop 
with fve design practitioners and three researchers to evaluate the 
utility of GenAI tools, such as ChatGPT and DALL-E, for ideation 
and prototyping in the early creative phase. Participants appreciated 
the time savings and the generation of complementary materials 
by GenAI, such as scenarios and personas, but they doubted its 
ability to produce high-quality, innovative solutions due to its lack 
of contextual understanding of specifc tasks. Additionally, Ko et al. 
[28] interviewed 28 visual artists across various art domains to ex-
plore the potential adoption of large-scale text-to-image generation 
models in the creative processes. The study uniquely focused on 
participants without prior experience using these models, aiming 
to understand their perceptions and prevent preconceptions. 

These studies provide valuable insights into the use of GenAI by 
design practitioners. However, they primarily focus on challenges 
during the learning phase or early creative stages or involve par-
ticipants with no prior experience with GenAI. In contrast, our 
research included interviews with designers who use GenAI tools 
to varying extents in their daily professional work. While our re-
sults also indicated that GenAI tools are predominantly used in the 
early creative phase at present, our study did not limit its inquiry to 
any specifc creative stage. This approach allowed us to highlight 
the daily drawbacks and perceptions associated with GenAI image 
generation tools, ofering a more nuanced understanding of how 
these tools are integrated into ongoing professional practices. 

2.2 GenAI-Driven Creativity Support Tools 
In the HCI community, the analysis and development of Creativity 
Support Tools (CSTs) are central to understanding and enhancing 
creativity [12]. A CST is defned as a tool that “runs on one or 
more digital systems, encompasses one or more creativity-focused 
features, and is employed to positively infuence users of varying 
expertise in one or more distinct phases of the creative process” [12]. 
The growing integration of AI technologies into consumer-level 
digital creative tools has expanded the research scope for AI-driven 
Creativity Support Tools (AI-CSTs) [8]. The distinct capability of 
GenAI to produce new, high-quality outcomes enhances its utility 
as a CST in creative felds. Hwang et al. [20] suggested that GenAI-
driven Creativity Support Tools (GenAI-CSTs) could replace users 
in completing parts or even the entire creative process, making them 
more accessible to novices compared to traditional CSTs. Verheijden 
et al. [48] analyzed leading GenAI image generation tools and noted 
that they are typically single-user and result-oriented, focused on 
fne-tuning desired image output. Additionally, Hwang et al. [20] 
analyzed GenAI tools based on their utility across diferent stages of 
the creative process and found that most existing tools are designed 
to aid idea generation and execution, aligning with the ‘hands-on’ 
stage in their study. 

In line with this trend, recent research on GenAI-CSTs has pri-
marily focused on enhancing the ideation phase within creative 
processes. For example, Wan et al. [49] introduced a StyleGAN-
based digital mood board that supports creativity during ideation 
by allowing users to generate new images, blend two images, and vi-
sualize outcomes directly on the mood board. This tool signifcantly 

supported creativity, enabling enjoyable and efective exploration 
of visual ideas. Expanding on collaborative ideation tools, Koch et 
al. [29] developed a digital mood board featuring curated image 
discovery, a search function combining text and image inputs, and 
GenAI-generated suggestions for discovering new images. Feed-
back from participants showed that this tool largely facilitated the 
exploration of design alternatives and the collection of valuable 
images, improving the ideation process. The exploration of simi-
lar inspirations can lead to design fxation, limiting the novelty of 
design work [23]. Mozafari et al. [36] addressed this issue with 
a GenAI-supported tool generating diverse inspirations, ensuring 
both variety and relevance to the input design. Participants found 
the suggested examples to serve as viable sources of inspiration. 

Recognizing that the design process is inherently iterative and in-
volves multiple tasks and cognitive activities [10, 24], some research 
has focused on enhancing this aspect of design work. Zhang et al. 
[54] introduced a GenAI-CST that integrates various GenAI models, 
including text-to-image, sketch-to-image, and image-to-image, to 
enhance collaboration between designers and GenAI. This tool, 
featuring collaborative mind mapping and a creative canvas, re-
portedly improved performance compared to non-integrated tools. 
Quanz et al. [41] proposed a co-creative design framework that 
combines various GenAI and ML models to support the iterative 
nature of the creative process. This framework consists of three 
components, each tailored to diferent design stages: a ‘Creator’ 
for generating initial designs and variations for exploration, an 
‘Evaluator’ for assessing designs based on aesthetic criteria such 
as shape and color, and an ‘Iterator’ for refning designs through 
feedback. 

Some research has explored the benefts of input beyond text 
prompts. Sun et al. [44] developed a co-creative drawing system 
using GANs that generates cartoon paintings from human sketches, 
simplifying the design process for both novice and professional 
users. Kazi et al. [25] presented a GenAI-supported sketch-based in-
terface that generates 3D objects from freehand 2D sketches, aiding 
idea exploration and decision-making in early design stages. Chung 
et al. [9] created a generative story ideation tool that combines line 
sketching with GPT-based language models to support intuitive 
interactions and iterative story generation. Additionally, Verheij-
den et al. [48] introduced a tool supported by Stable Difusion that 
enhances image generation, editing, and sharing by integrating 
a chatbot and online whiteboard, allowing users to refne images 
with sketches and text prompts for more interactive visual work. 

Previous studies have introduced novel GenAI interfaces to sup-
port ideation, iterative design processes, and the integration of 
inputs beyond text, such as sketches. While these studies show that 
their systems can enhance user creativity and inspire ideas, they 
often lack in-depth insights from experienced practitioners who use 
GenAI image generation tools in daily workfows. This reveals a re-
search gap in understanding how professional designers practically 
apply these technologies in their everyday work routines. 

2.3 Applications of GenAI in Industry 
Research has explored GenAI applications across various indus-
tries. Bilgram et al. [3] examined how LLMs, such as GPTs, support 
early innovation stages, including exploration, ideation, and digital 
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prototyping, in corporate projects over six months. They applied 
GenAI to tasks like automotive market analysis, user journey and 
persona development, and customer solution creation, highlighting 
the efectiveness of LLMs in these initial phases. The study also rec-
ommended further research on optimizing team interactions with 
GenAI to better integrate these tools into workfows. Yin et al. [51] 
surveyed professionals in the creative industry to examine GenAI 
acceptance, extending the Unifed Theory of Acceptance and Use of 
Technology (UTAUT) to include AI anxiety. They found that factors 
like performance expectancy, social infuence, enjoyment, habit, 
and AI anxiety signifcantly predict GenAI acceptance, emphasiz-
ing the role of emotional attitudes toward technology. Workers in 
the creative and cultural sectors showed a higher willingness to 
adopt GenAI despite AI anxiety. Arenander [1] explored the use of 
3D GANs in the defense industry, focusing on automating design 
processes. Through qualitative interviews and the UTAUT frame-
work, the study identifed 21 implementations of the 3D generative 
models, categorized them into four groups, and highlighted their po-
tential in AI-driven simulation processes. However, challenges such 
as data collection and security were noted as signifcant barriers to 
broader adoption, underlining areas that require attention. 

Overall, these studies underscored the potential of GenAI tools 
in improving the ideation and simulation stages of creative pro-
cesses within industries. They identifed critical drivers of GenAI 
acceptance and utilization, such as performance expectancy, social 
infuence, enjoyment, and AI anxiety. However, there is still a gap 
in research on practical approaches to enhance interface design 
and user interactions to better address these factors. 

3 METHODOLOGY 
Our qualitative study employed open-ended questions to gather 
in-depth, unbiased responses about professional designers’ use of 
GenAI tools, especially for image generation. We aimed to under-
stand their challenges and views on integrating these tools into 
their daily workfows. We defned designers as individuals employed 
in industries where software tools are predominantly utilized. They 
hold the job title of designer within their teams, with creativity and 
expertise in visual design being crucial aspects of their work. 

3.1 Participants 
We interviewed 16 professional designers at a single automotive 
company from October to December 2023. The group included 
seven females, eight males, and one participant who preferred not 
to specify their gender. Their design experience ranged from 1 to 26 
years and encompassed roles in UX/UI, 2D/3D, interior, early-phase, 
and concept design. We combined purposive and snowball sam-
pling methods [15] to ensure a diverse and representative sample. 
Purposive sampling (N = 7) allowed us to select participants based 
on specifc criteria, including job roles, tasks, and willingness to 
participate. Subsequently, snowball sampling (N = 9) expanded our 
participant pool as interviewees referred us to their professional 
networks, enriching our insights into the topic. Detailed profles of 
the interviewees, including their roles, years of design experience, 
primary tasks, conventional tools used, and any GenAI tools they 
employed or experimented with, are outlined in Table 1. 

Hyerim Park, Joscha Eirich, Andre Luckow, and Michael Sedlmair 

3.2 Interviews 
Our interview questions were open-ended to minimize bias and 
encourage more in-depth responses, allowing participants to freely 
express their thoughts, experiences, and insights without being 
restricted to predefned answers. We categorized our questions 
into four sections to ensure a structured yet fexible interview pro-
cess. Initially, we introduced the interview’s objective and obtained 
consent from participants for participation and recording. Follow-
ing this, we inquired about the participants’ roles, primary tasks, 
workfows, and challenges they face as designers, aiming to gather 
background information and understand their tasks comprehen-
sively. Next, we explored their use of GenAI tools, particularly 
image generation models, investigating motivations, challenges, 
and the impact of these tools on their creative processes. Finally, we 
discussed their perspectives on the future of GenAI in design, in-
cluding expectations and suggested improvements, while allowing 
room for additional comments throughout. Of the 16 interviews, 
six were in-person, and ten were via video call, ranging from 30 to 
90 minutes. All sessions were recorded except for two. 

3.3 Thematic Analysis 
For our data analysis, we used interview transcripts and notes, 
applying the thematic analysis approach outlined by Braun et al. 
[4, 5]. This method involved six phases: familiarization, coding, 
searching for themes, reviewing themes, defning and naming themes, 
and producing the report. To ensure consistency and depth in the 
analysis, the analysis was primarily conducted by a single author, 
with iterative input and feedback from co-authors to incorporate 
multiple perspectives. We used Notion 1 and Figma 2 to facilitate 
coding and theming. Notion ofered features like data grouping, 
fltering, and multiple tagging, while Figma provided diagramming 
and visual aids. Both tools supported real-time collaboration among 
co-authors. During the coding phase, we used the table function in 
Notion to systematically organize and code the transcript data. This 
process included an iterative review of the data and the assignment 
of tags to create initial codes. These codes identifed interesting 
aspects of the data, representing the most basic segments that could 
be meaningfully interpreted in relation to the phenomenon [4]. 
Following Braun et al.’s advice [4], we coded for a broad range of 
potential themes and ensured comprehensive coding by including 
surrounding data with each extract to maintain context. In the 
theming phase, we used Figma to visually organize all 131 codes. 
Our initial step was identifying potential themes by recognizing 
patterns or recurring elements related to our research objective and 
representing meaning within the dataset [4]. This phase included 
combining, refning, separating, and discarding specifc codes to 
better defne our themes within an iterative process. After identify-
ing 23 themes, we thoroughly examined all collated codes for each, 
considering whether they exhibited a coherent pattern. We then 
evaluated the themes, merging similar ones. This recursive selec-
tion and refnement process allowed for continuous revisiting and 
adjustment as our study progressed. Following a comprehensive 
review, we selected four themes that most refected the key chal-
lenges designers face when using GenAI image generation tools. 

1https://www.notion.so/
2https://www.fgma.com/ 

https://www.notion.so/
https://www.figma.com/
https://2https://www.fgma.com
https://1https://www.notion.so
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Table 1: Summary of Interviewed Designers: This table provides an overview of the designers interviewed from the automotive 
industry, detailing their design roles, main tasks, years of experience, and the design and GenAI tools they use. 

ID Exp. Job Role Tasks Design Tools GenAI Tools 
(Yrs) 

P1 2.5 Interaction Designer Concept development, visual design Photoshop, Illustrator, Figma, RunwayML, ChatGPT, Midjourney 
Microsoft 365 

P2 6 Early Phase Designer Concept, vision development Photoshop, Illustrator Vizcom, ChatGPT, Midjourney 

P3 26 Project Lead Storytelling, presentation, planning, Photoshop, Microsoft 365 Adobe FireFly, Midjourney, 
training RunwayML, Vizcom, Pika 

P4 13 Concept Designer Responsible for holistic design Blender, Figma Stable Difusion, Midjourney, 
experience, visualization ElevenLabs 

P5 1 3D Designer 3D Modeling, animation, video editing, Adobe Creative Suite, Microsoft Midjourney, ChatGPT, DALL-E 
3D printing 365, Blender, Figma 

P6 1 3D Designer Animating 3D video, 3D texturing, Blender, Substance 3D Painter, ChatGPT, DALL-E 
modeling After Efects 

P7 3 2D/3D Designer UX/UI design, 3D modeling Blender, Unreal Engine, Figma Stable Difusion, Midjourney, 
DALL-E, Vizcom 

P8 20 Senior Concept Designer UX/UI design for concept car Photoshop, After Efects, Figma Adobe Built-in AI Tools, Visual 
Electric, ChatGPT 

P9 15 Director Interaction Face to clients, project management, Figma, After Efects Midjourney, ChatGPT 
Designer presentation 

P10 4 Junior Interior Designer Designing the interior parts of cars Photoshop, InDesign, Illustrator, Midjourney 
Blender, Autodesk Alias 

P11 2.5 Junior Interaction Designing UX/UI Figma, After Efects, Illustrator, Midjourney, AI Voice, ChatGPT 
Designer Photoshop 

P12 5 Experience Designer Designing holistic experiences for Adobe Creative Suite, Blender, Midjourney, Adobe Firefy, 
visionary concepts, research, prototyping Unreal Engine ChatGPT, Upscaler, RunwayML, AI 

Voice 

P13 25 Design Lead Digital and print design, project and team Photoshop, Illustrator, Figma, Adobe Built-in AI Tools, ChatGPT 
management, Mixed Reality and 3D Premiere Pro, Blender, Unreal 

spatial computing design and Engine, Unity 
development 

P14 20 Interior Designer Designing interior Blender, Photoshop, Illustrator ChatGPT, Adobe Built-in AI Tools 

P15 2.5 Junior Interior Designer Designing interior surface and seats, Photoshop, Blender, Autodesk Midjourney, Vizcom 
sketching Alias 

P16 7 UI Design Lead Design direction, guidance, feedback on Figma, Illustrator, After Efects Midjourney, ChatGPT, Intern AI 
features for mobile application, car tools 

themes guidance 

To provide a comprehensive view of our fndings, we included a 
list of all themes identifed in the early analysis phase, specifcally 
during the ‘searching for themes’ stage, in Appendix A. While our 
analysis and discussion focus on the four key themes relevant to 
our research aim, this complete list ofers a broader context for our 
fndings. 

4 FINDINGS 
Our study identifed four key themes that illustrate the challenges 
designers encounter when using GenAI image generation tools for 
creative work. The difculties are as follows: (1) the interfaces are 
not well-suited for visual thinkers (Theme 1: Interfaces for Visual 
Thinkers), (2) the interfaces do not align with the non-linear and 
iterative nature of creative workfows (Theme 2: Interfaces for Design 
Workfows), (3) there are difculties in controlling prompts (Theme 
3: Prompt Control), and (4) integrating tangible, physical experiences 
with GenAI in the digital design process is challenging (Theme 4: 
Integrating Human Experiences into Design). 

4.1 Theme 1: Interfaces for Visual Thinkers 
Nine designers highlighted their reliance on visual thinking and 
suggested that GenAI interfaces should incorporate sketch-based 
input features, including multi-modal input selection and a combi-
nation of input methods. Designers use GenAI image generators 
primarily for two purposes: to source inspiration for their projects 
and to quickly translate the visions they have in mind into tangible 
images. This rapid visualization is advantageous for efciently de-
livering their ideas to coworkers or, on occasion, stakeholders. The 
thematic network [2] for this specifc theme, along with its sub-
themes and associated codes, is depicted in Figure 1. We organized 
this section into two subsections based on the sub-themes derived 
from our interviews: (1) Visual Input-Centric Interfaces and (2) Easy 
Input Support. 

Visual Input-Centric Interfaces. The code ‘Visual Think-
ing Users’ in the frst sub-theme underlines the designer’s prefer-
ence for GenAI interfaces that support their visual-centric thinking. 
Many designers experience difculties since current GenAI image 
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Time-Saver

Text-Based Interfaces

Visual Thinking Users

Multi-Modal Input

Sketch-Based Interfaces

Visual Input-Centric 
Interfaces

Easy Input Support

Interfaces for 
Visual Thinkers

Drag-and-Drop

Mobile Integration

Interactive Selection Interfaces

Sub-Theme ThemeCode

Figure 1: Thematic network diagram for Theme 1: ‘Interfaces 
for Visual Thinkers,’ with associated codes (left) and sub-
themes (middle) 

generation tools, such as Midjourney and DALL-E, rely predomi-
nantly on text-based prompts, which often do not sufciently sup-
port visual thinking. Oftentimes, designers have vivid images in 
their minds that are challenging to articulate just through words 
alone. P15 mentioned, “Sometimes you can express things better with 
a sketch than with words.” Similarly, P10 commented, “There is a 
medium of language between me and the AI, so it is not easy to solve 
everything in language.” While some GenAI tools have image input 
features, they often require typing text prompts as well, necessitat-
ing a verbal transition of visual thinking, which can be demanding, 
especially for visual thinkers. P9 pointed out that using Midjourney 
felt “more like thinking the way a developer does, which isn’t easy 
for those who are used to thinking visually.” As a result, designers 
often spend considerable time experimenting with various text 
prompts in order to create the expected image. Notably, 7/16 partic-
ipants explicitly stated their struggles with formulating efective 
text prompts. 

To solve these problems, six participants suggested implement-
ing hand sketching or drawing as an alternative means of input, 
which is encapsulated under the ‘Sketch-Based Interfaces’ code. 
For instance, P8 described utilizing “a simple hand-drawn sketch on 
paper,” while P12 mentioned using “a quick doodle, similar to a ‘nap-
kin sketch’” to guide GenAI tools in generating desired outcomes. 
Furthermore, P10 noted that using sketches as inputs can be more 
time-efcient compared to using text-based input for expressing 
visual concepts, as underscored by the ‘Time-Saver’ code. While 
tools like Vizcom 3 employ this approach by creating variations 
from user sketches, participants commented that this use tends 
to be limited to rapid rendering. P10 and P15 also indicated that 
while Vizcom delivers “relatively high-fdelity results,” it may not be 
ideal for the initial stages of inspiration, focusing instead on “more 
developed design concepts.” 

Designers expressed a preference for interfaces that accommo-
date hand sketches, emphasizing the need for multi-modal input 
capabilities, identifed under the ‘Multi-Modal Input’ code. This 
preference is rooted in their practice during the inspiration phase, 
where mood boards are commonly used, incorporating various 
3https://www.vizcom.ai/ 
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source materials such as images, drawings, architectural work, pho-
tographs, and video clips. The desire for multi-modal input capabil-
ities refects this practice, with designers seeking an input system 
that can handle 2D sketches, images, 3D models, animations, text, 
and photos (P10 and P15). Such a system is considered essential 
for fostering the creative process, allowing designers to blend and 
manipulate various inputs to spark and refne their creativity. P9 
proposed a unifed tool to meet these diverse needs in a single ap-
plication, simplifying the process of generating a variety of formats 
without switching between diferent tools. P9 stated, “Having one 
big thing where you’re covering all the needs, you don’t have to open 
every specifc AI tool [for diferent input formats]. That would also 
be much easier.” This concept of an all-in-one tool underscores de-
signers’ desire for platforms that accommodate diverse inputs and 
deliver versatile outputs. While there is strong interest in visual 
material-centric inputs, the signifcance of text-based interactions 
is also acknowledged, as indicated by the ‘Text-Based Interfaces’ 
code. Designers like P13 and P15 expressed comfort with using text 
prompts to convey ideas. P13 stated, “But again, I still think text 
prompting will play a big role. [... ] I think I feel like we’ve all been 
trained pretty well to use a text box, hit submit and generate.” This 
perspective underscores the importance of GenAI image generation 
tools supporting a range of input modalities, ensuring that design-
ers are not limited to solely visual or text inputs but can combine 
various inputs to enhance their creative work. 

Easy Input Support. In discussions about integrating multi-
modal input systems, designers stressed the need for intuitive user 
interfaces. The concept of using drag-and-drop gestures to incor-
porate sketches or images directly into the design process was 
particularly stressed by P9 and P10, marked by the ‘Drag-and-
Drop’ code. P9 envisioned a tool that allows for image inputs by 
“dragging them across diferent tools,” thereby eliminating the hassle 
of downloading, uploading, or copying and pasting. P13 also empha-
sized the potential of such input gestures for fnding similar images 
and generating new ones on the working canvas, suggesting, “You 
can drag and drop that image in, and then all of a sudden, it generates 
a bunch of stuf.” The discussion also covered the ease of using 
various formats as input sources and the ability to directly transfer 
images from mobile devices such as smartphones and tablets to 
digital design workspaces, as noted under the ‘Mobile Integration’ 
code. P13 described the process, stating, “You take a picture, and [...] 
you can drag it as input [to GenAI] [...] without a lot of instruction or 
a lot of context.” P10 expressed a desire for tools that allow for the 
straightforward use of “inspirational photos taken by smartphones 
during everyday activities,” such as “exhibitions or travels,” empha-
sizing how these images can serve as a foundation for new designs 
with GenAI tools. This capability enables designers to integrate 
daily inspirations into their digital workfows seamlessly. 

Additionally, interfaces that ofer broader selection beyond tradi-
tional text inputs were addressed under the ‘Interactive Selection 
Interfaces’ code. P12 pointed out the limitations of text prompts 
and the learning curve required to use them efectively. Mentioning 
tools like “Adobe Firefy”, designed to enhance user interaction by 
allowing selections from various predefned options. P12 elaborated, 
“You just have some certain points that you can select, and then you 
say, I want to have this style; I want to make it more realistic; I want 

https://www.vizcom.ai/
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to make it more comic.” This method aims to “reduce reliance on 
text inputs,” promoting a more intuitive and accessible approach to 
creative processes. 

4.2 Theme 2: Interfaces for Design Workfows 
We gathered valuable insights from our interviews about how de-
signers fnd inspiration, engage in key design activities, and use 
GenAI tools in their workfows. The insights are categorized into 
two sub-themes: (1) Design Process Characteristics and (2) GenAI Use 
in Current Design Workfow, as shown in Figure 2. These sub-themes 
describe iterative, refective design workfows and highlight that 
the current GenAI interfaces do not fully meet the practical needs 
of designers. 

Design Process

Characteristics

GenAI Use in Current 
Design Workflows

Interfaces for 
Design Workflows

Inspiration Overload

Prompt and Style Sharing

Variation Exploration

Iterative and Non-Linear Path

Leveraging Recommender Systems

Combine Ideas/Materials

Easy Task Switching (Search, 
Merge, Expand, and Discard)

Search Inspirations

Sub-Theme ThemeCode

Figure 2: Thematic network diagram for Theme 2: ‘Interfaces 
for Design Workfows,’ with associated codes (left) and sub-
themes (middle) 

Design Process Characteristics. Designers described their work 
processes as iterative, refective, and non-linear. However, they 
observed that existing GenAI image generation tools do not suf-
ciently support this complexity in the design process, as indicated by 
the ‘Iterative and Non-Linear Path’ code. Designers commonly 
engage in iterative processes involving exploration, refection, and 
refnement. In contrast, GenAI tools typically follow a more linear, 
end-to-end approach. P13 identifed a limitation in the current sys-
tems, noting that “[GenAI tools] typically generate a response based 
on a request, allowing the user to iterate based on that response or start 
a new request. However, this process remains fundamentally linear.” 
This discrepancy between the single-response generation approach 
and the non-linear creative design processes poses a signifcant 
challenge for integrating GenAI into design workfows. 

The ‘Search Inspirations’ code highlights the importance of 
seeking inspiration in the design process. According to P6, P10, 
and P11, designers commonly start their search with project-based 
keywords and then supplement them with their unique keywords. 
Some designers are skeptical of using GenAI for this purpose, with 
concerns that it might limit creativity and require substantial time 
and efort to craft appropriate prompts. Instead, as the ‘Leverag-
ing Recommender Systems’ code indicates, designers often turn 
to platforms like Pinterest and Instagram, which utilize recom-
mender systems. Recommender systems curate existing content 

based on user preferences and interactions, whereas GenAI models 
primarily create new content in response to user prompts. These 
recommender system platforms allow designers to quickly browse 
a large number of existing photos, make selections, and receive 
new suggestions based on those choices. P6 elaborated on the ben-
efts of this approach, stating, “You want a diverse pool of images to 
look at, so you’re not just focusing on one idea and narrowing down 
too quickly. [...] The platform will show you diferent stuf-some of 
it similar, some diferent—and you end up a long way from where 
you started pretty quickly.” P10 also noted the efectiveness of these 
platforms, commenting, “[These platforms] have good algorithms 
with a vast number of images. It’s for searching for inspiration or 
sparks when you need to create something from nothing.” 

Besides gathering sources of inspiration, designers often cu-
rate these elements on digital platforms like Figma or traditional 
analog mood boards, a practice categorized under the ‘Combine 
Ideas/Materials’ code. They continuously iterate by combining 
various ideas, expanding or discarding concepts, and often mov-
ing back and forth between these activities. P10 explained, “I try 
to fnd my images and combine them with my specifc idea as an 
inspirational mood board. And then you can always connect these 
two things. You have a sketch, and it’s inspired by these kinds of 
things: products, architecture, whatever.” Similarly, P14 noted, “We’re 
really playing around with certain ideas and stories, mixing them.” 
This part of the process is regarded as “the most challenging” and 
“most enjoyable” aspect of design, as emphasized by P1, P6, and P16. 
Some designers stressed that this process requires human thinking 
and a complex ideation process, making it irreplaceable by GenAI, 
as noted by P10, P14, and P16. A subgroup of four designers (P6, 
P10, P11, and P15) expressed the need for interfaces that facilitate 
easy task switching between activities like searching, merging, ex-
panding, and discarding materials and ideas while working with 
GenAI tools. This requirement is encapsulated under the ‘Easy 
Task Switching (Search, Merge, Expand, and Discard)’ code. 

GenAI Use in Current Design Workflows. Our study, which 
explored the adoption of GenAI image generation tools in design 
practices, identifed a sub-theme ‘GenAI Use in Current Design Work-
fows’ focused on their current use. Designers generally use GenAI 
to gather inspiration, particularly during the early stages of concept 
development, such as mood board creation. The creative process 
often benefts from the element of surprise and the serendipity of 
unexpected results, which can serve as a stimulus for ideas or inspi-
ration. Designers intend to use GenAI for exploring variants while 
also controlling its unpredictability to some extent, as captured 
by the ‘Variation Exploration’ code. P15 explained, “Designers 
use sketch input as both a prompt and inspiration for search images, 
whether they create slight or big variations from the original sketch.” 
P8 noted that GenAI could yield diverse outcomes from the same 
input depending on the task, emphasizing, “You get some results 
based on your drawing. [...] This time, the result focuses on the draw-
ing style, not introducing a new idea.” However, as P11 observed, 
the variations provided by GenAI tools are often perceived as “ei-
ther too similar or too diferent from the initial idea[, which was not 
expected].” Designers prefer to determine when they receive sur-
prising outcomes, favoring “unexpected results with control over the 
variation” (P15) to ensure these outcomes are deliberate choices 
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rather than random outputs. P9 pointed out that GenAI tools are 
benefcial “when you have a clear vision and need to quickly visualize 
ideas for sharing with others during the ideation phase.” The concept 
of ‘Inspiration Overload’ was discussed, noting that the high 
volume of results from GenAI during the inspiration phase can 
be overwhelming, in contrast to the experiences with traditional 
recommender systems, which are relatively less overwhelming. P15 
expressed concerns about the inundation of ideas from GenAI, say-
ing, “Generative AIs give me a thousand ideas in one day. Does this 
lead to too much information? In the end, it might not be helpful at 
all.” He also suggested exploring why the volume of results from 
GenAI feels more overwhelming than those provided by recom-
mender systems with existing images could be an interesting area 
of study. 

Many designers emphasize that teamwork and feedback from 
colleagues are critical components of their work. With the increas-
ing integration of GenAI tools into the design process, their use in 
collaborative settings has also grown. However, due to confden-
tiality concerns, a few designers (4) have utilized GenAI for team 
projects but have restricted its use to less critical work to manage 
risks related to sensitive information. Nevertheless, as GenAI use is 
expected to grow in collaborative projects, designers emphasized 
the importance of collectively developing a consistent style and 
ensuring that both the style and its corresponding prompts are 
easily shared within their team, as captured by the ‘Prompt and 
Style Sharing’ code. P1 shared their experience with GenAI tools, 
stating, “We do a lot of testing, adjusting the amount of text input 
together. [...] We even have channels in Discord for storing and swap-
ping images [and used prompts].” P11 described their teamwork 
approach, saying, “We all try it out, organize it, and share it. [...] 
Once we have a certain style, we create variations based on that.” To 
minimize the hassle of sharing images, they use “a single shared 
account” to make it easier to access their work history (P1 and P11). 
P9 discussed the challenges of teamwork, particularly in sharing 
and determining the right prompts, mentioning, “It also depends on 
how many people work on a project. If more people are working, they 
might both try to fnd images and then compare them. [...] Eventually, 
they align on one image expression. But usually, it takes time to fnd 
the right prompts and share them.” 

4.3 Theme 3: Prompt Control 
Theme 3, referred to as ‘Prompt Control’, explores the challenges 
designers face in controlling prompts when using GenAI tools. This 
theme has a sub-theme called ‘Mastering GenAI Tools’ . The visual 
representation of this thematic network is shown in Figure 3. 

Mastering GenAI Tools. Designers faced ‘Outcome Control 
Challenges’ when using GenAI image generation tools, despite the 
tools’ capability to facilitate the ideation phase and rapidly visualize 
the designer’s ideas. Achieving satisfactory images from GenAI can 
often be challenging and frustrating, even with substantial dedica-
tion of time and efort in generating text prompts. P1’s experience 
explained this issue, noting, “We do a lot of testing, adjusting the 
amount of text input together. However, despite all that, there are times 
when the generated images turn out diferently.” P12 also mentioned 
the tools’ unpredictability, stating, “One time it’s maybe really simi-
lar to the image that you put in, and then it does something completely 
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Mastering GenAI 
Tools

Prompt Control

High Learning Curve

Outcome Control Challenges

Training and Community 
Engagement

Sub-Theme ThemeCode

Figure 3: Thematic network diagram for Theme 3: ‘Prompt 
Control,’ with associated codes (left) and a sub-theme (mid-
dle) 

diferent, and that is this unexpected. And sometimes it’s horrible that 
you say like, Ah, yeah, I don’t need it.” Even with these eforts, the 
resulting images sometimes require additional retouching due to 
their unexpected artifcial appearance. P1 underlined this by noting, 
“Relying solely on Midjourney can sometimes make things look too 
artifcial and disappointing.” One common approach to addressing 
this issue is analyzing prompts that have generated images similar 
to the target images. For example, designers often search for similar 
GenAI-generated images in chat features of tools like Midjourney 
before creating their own. As P15 described, “[...] you can view the 
chat history to see what others are doing and what [prompts] they 
typed in. This transparency is helpful.” By analyzing and experi-
menting with these prompts, designers can reduce trial-and-error 
and improve their skills in creating efective prompts (P7, P11, and 
P15). P7 emphasized this approach, mentioning, “It is similar to 
scientifc work. You try to reproduce it.” Another approach involves 
searching for reference images that align with their goals, whether 
generated by GenAI or retrieved from human-generate sources, 
and uploading these images to GenAI systems, such as ChatGPT 
or Midjourney’s ‘describe’ feature 4, to obtain descriptive prompts 
that can be used to create similar images. P11 explained, “You can 
upload an image that you want, and they’ll give you a description of 
it. [...] I tend to use that when it comes out.” To reduce the time spent 
on trial-and-error, designers create personal or shared repositories 
of result images, along with the prompts and parameters used. After 
refning prompts and parameters, they save the successful images 
for reuse and sharing with other designers (P1, P7, P9, P11, and 
P12). 

To better address the challenges in controlling prompts, design-
ers like P3, P4, and P7 are deepening their expertise in prompt 
engineering and actively participating in communities that ofer 
training and facilitate the exchange of prompts and results. This 
‘Training and Community Engagement’ includes participation 
in forums, training courses, open-source websites, and social media 
platforms where insights and successful strategies and techniques 
are shared. P7 emphasizes the openness of these communities, stat-
ing, “In general, the entire community that is trying to learn AI tools 
is still very open. [...] Whenever someone fgures out something new, 
they will post it on forums, on social media platforms or YouTube.” Ad-
ditionally, P2 and P3 suggested creating “internal platforms” within 
organizations to support safe experimentation with GenAI tools, 
particularly for corporate projects. Furthermore, P4 pointed out the 

4https://docs.midjourney.com/docs/describe-1 

https://docs.midjourney.com/docs/describe-1
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challenges newcomers face, captured under the ‘High Learning 
Curve’ code. P4 observed, “[Newcomers] believe they can control 
the outcome of [Gen]AI, but it’s a very long way to get your head 
around the idea of what [Gen]AI is and what [Gen]AI is not for you.” 
Acquiring a certain level of profciency is necessary, yet it involves 
a steep learning curve, underscoring the need for adequate training 
or efort. 

4.4 Theme 4: Integrating Human Experiences 
into Design 

The fnal theme investigates the signifcance of real-world, tangible 
experiences and human interactions in the design process. Our 
analysis revealed a sub-theme: ‘Human Experiences in Design’ . 
Figure 4 visually represents this theme, its sub-theme, and codes. 

Human Experiences 
in Design

Integrating 
Human 

Experiences into 
Design

Emotion, Soul, Nuance and Story

Interaction and Collaboration with 
People

Merging Physical Experiences with 
Digital Design

Sub-Theme ThemeCode

Figure 4: Thematic network diagram for Theme 4: ‘Integrat-
ing Human Experiences into Design,’ with associated codes 
(left) and a sub-theme (middle) 

Human Experiences in Design. P5 discussed the broader im-
plications of human experiences in design, stating, “We design for 
people, and then people also put their own value into the product. 
[...] Human experience, your upbringing, how you’re raised, how you 
think, your personality.” The code ‘Merging Physical Experiences 
with Digital Design’ emerged prominently among designers, em-
phasizing the need to harmonize inspiration from both the physical 
and digital realms to craft engaging narratives. P1 emphasized this 
integration, stating, “The distinction between the physical and digital 
realms [is important]. Ultimately, the focus should be on human-
centered experiences. [...] In the world of design, one thing remains 
crucial, and that’s storytelling. AI should be utilized as a tool to 
enhance this.” P7 expressed support for integrating GenAI with 
tangible design elements, remarking that relying solely on GenAI 
tools would be problematic. P7 added, “It has to be a mixture of 
[Gen]AI outputs, some sketches, and some photos from other already 
existing products. The sketches are from your experience as a designer, 
and that’s your value. That’s why you are there.” Additionally, P10 
underscored the practical aspects of such integration, suggesting a 
more tool-oriented approach to easily blend these elements, noting, 
“It’s a good idea to look at pretty paintings in museums, take photos, 
and use those daily experiences as sources. If you fnd a painting’s 
colors or shapes interesting, you can use them as inspiration with 
GenAI.” 

The ‘Emotion, Soul, Nuance, and Story’ code emphasizes the 
importance of emotional depth in design. P8 refected on the emo-
tional impact of design, stating, “Our design is also strongly related to 
emotion. So, you see the car and the shapes, and you have an emotion 

that could be negative or positive. And I’m not sure that AI is able 
to do that. There is no emotion. It’s just code.” Echoing this senti-
ment, P9 stressed the power of emotional connection in infuencing 
customer decisions, noting, “They [customers] need to be touched 
emotionally in order to be convinced. And the less emotional you are, 
the less you can convince people to agree to something.” Regarding 
the lack of soul in GenAI-generated designs, P14 observed, “What I 
miss in all of these [GenAI-generated] pictures is that they have no 
soul. Somehow, there is a certain emotion through how light shines 
into the car or on the exterior refections and stuf like that. There 
is no real human emotion on the surface.” Expounding further, P14 
underscored the signifcance of storytelling in design, adding, “The 
story, the concept is coming out of us, the feeling, and what we want 
to convey in that sketch. [...] It’s always about the story. Doing a 
nice sketch is one thing, but it got no soul without the story.” P5 
shared a cautious perspective on the role of GenAI, highlighting 
the importance of human insight and narrative intention by saying, 
“They [GenAI] might create something visually interesting to look 
at, but it wouldn’t make sense because [...] its use wasn’t justifed.” 
P14 also emphasized the lack of emotional depth in GenAI and the 
importance of human emotion in the design process, explaining 
that GenAI functions without the emotional involvement of human 
designers, stating, “This is where AI is totally without emotion. It’s 
just doing; it’s not asking, it’s not arguing, it’s not sad about it. When 
you change something, it adapts without emotion.” 

The ‘Interaction and Collaboration with People’ code ex-
plores the crucial role of collaboration and interpersonal interac-
tions in design projects. P14 highlighted the importance of efective 
communication and the value of receiving constructive feedback 
from coworkers, which sometimes involves engaging in debates. 
Some designers envision GenAI tools as akin to having a colleague 
who provides feedback, and they foresee that the future role of 
GenAI tools—and AI tools more broadly—will align with this per-
spective. P1 described it as, “It’s like having a chat with a colleague, 
asking them what they think. It’s interactive and helps us fnd inspi-
ration. For instance, you know how you chat with coworkers about 
trends or things you’ve seen at exhibitions.” P12 was also optimistic 
about the potential applications, suggesting, “Maybe that AI could 
be a sparring partner or a colleague that gives you inspiration, the 
daily inspiration of new tech, new art or new things that you haven’t 
seen.” Notably, none of the designers interviewed agreed that ex-
isting GenAI tools adequately incorporate physical and human 
experiences into the digital design workfow or efectively facilitate 
interaction and collaboration among individuals. 

5 DISCUSSION & IMPLICATIONS 
Our research identifed the problems that designers face when 
adopting GenAI image generation tools into their design workfows. 
The four themes ofer useful insights into the design of future GenAI 
tools. 

5.1 Supporting Multi-Modal Input Methods 
One of the identifed themes is the difculty that designers, par-
ticularly visual thinkers, experience with GenAI image generation 
tools. These tools predominantly use text prompts [11, 35], which 
can be a signifcant barrier for designers whose ideation processes 
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often manifest visually rather than verbally. This highlights the 
limitations of current GenAI image generation interfaces in ac-
commodating the diverse cognitive styles of users. Based on our 
fndings, we argue that supporting sketch input-centric interfaces 
could address this challenge efectively. Such support would enable 
designers to reduce the cumbersome step of translating visual ideas 
into textual descriptions, allowing for a more direct translation of 
visual concepts into digital outcomes. Sketch input aligns with the 
natural workfow of many designers, who often start the creative 
process with hand-drawn sketches. Moreover, Suwa et al. [45] noted 
that design sketches not only act as external memory or providers 
of visual cues for associating non-visual information but also cre-
ate a physical environment in which design thoughts develop in 
real-time. Previous studies have explored sketch-based interfaces 
for tasks such as image retrieval [17], creating 3D object sketches 
from 2D sketches [25], and facilitating human-AI collaboration 
in painting [44] and 2D drawing, with an emphasis on real-time 
collaboration [37]. 

In line with our fndings, we also recommend developing GenAI 
interfaces that support multiple input methods. Designers we inter-
viewed preferred multi-modal interfaces, particularly those with 
visual input-centric capabilities. Qiao et al. [40] demonstrated that 
using image prompts alongside text prompts signifcantly improved 
subject representation in GenAI-generated images, especially for 
concrete subjects. This underscores the benefts of integrating vari-
ous visual input methods into GenAI tools. Designers also empha-
sized the need for interfaces that facilitate easy input across multiple 
modalities, devices, and user actions. They suggested incorporat-
ing hand or fnger gestures for drawing, modifying, moving, and 
merging image elements, and generating images on GenAI inter-
faces. This discussion extends beyond visual input-based interfaces 
to explore the potential of gesture-based input control, which re-
mains underexplored. Further research is needed to determine how 
gesture-based inputs can be efectively integrated with GenAI tools 
supporting visual or multi-modal inputs. Furthermore, our fndings 
suggest that multi-modal inputs should be designed for ease of 
selection, switching, and combination to enhance the usability and 
fexibility of GenAI tools in the design process. To enhance overall 
interaction efciency, it is also important to consider implementing 
simple controls for these actions. 

Notably, two designers expressed satisfaction with the current 
text prompt-centric GenAI interfaces. While this view was shared 
by only a minority of participants, it represents a valuable area for 
further exploration. Further research could investigate how efec-
tively sketch input-centric interfaces support users’ visual thinking 
and explore ways to enhance these interfaces to accommodate 
diverse design approaches across various design processes. 

5.2 Facilitating Iterative Exploration in GenAI 
Interfaces 

The iterative and non-linear nature of the design process under-
scores the necessity for GenAI image generation tools to adapt to 
such workfows. Currently, many GenAI tools do not adequately ac-
commodate the typical working methods of designers [54, 55]. Our 
research revealed that designers fuidly navigate between diferent 
stages of their creative practices. This includes seeking inspiration, 
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combining ideas, and iterating on designs, often without separating 
these activities into discrete steps. Wan et al. [49] demonstrated 
that incorporating features for exploration, such as the ability to 
mix materials, can signifcantly enhance creativity, making idea ex-
ploration more enjoyable and efective. To better support practical 
design workfows, GenAI interfaces should facilitate seamless tran-
sitions between tasks at various stages. This could include features 
that enable quick and easy inspiration searches [29, 48, 49], the 
use of multi-modal inputs [48, 54], idea merging [49], and concept 
expansion [54]. Additionally, allowing manipulation and iteration 
on GenAI-generated outputs within the same tool can enhance 
the creative workfow, enabling designers to refne ideas without 
constantly switching between diferent applications [48]. 

5.3 Interfaces for Easy Prompt Control and 
Sharing 

The complexity of controlling prompts was identifed as a key chal-
lenge in our analysis. This aligns with Oppenlaender’s observations 
[39] in the text-to-image community, where practitioners often re-
fne GenAI outcomes by incorporating specifc ‘modifers’ into their 
text prompts. These modifers are crucial for achieving results that 
more closely match their envisioned outcomes, underlining the 
signifcance of skilled prompt formulation. Zhang et al. [53] also 
highlighted challenges with GenAI tools in a study involving 11 
architectural design students. They particularly noted the frequent 
mismatch between intended and generated designs, which can be 
especially frustrating in precise felds like architectural design. Liu 
and Chilton [33] suggested design guidelines for efective prompt 
engineering after examining over 5,000 text-to-image generations, 
emphasizing the trial-and-error nature required to achieve coher-
ent outputs. Building on this understanding, recent research has 
proposed interfaces aimed at facilitating user exploration of text 
prompts and their resulting outcomes. For instance, Chung et al. [7] 
adopted a traditional painting palette analogy with a slider mecha-
nism, allowing users to navigate between two diferent text prompts. 
Their system provides intuitive control, ensuring smoother transi-
tions and more efective user management of prompt variations. 

Our analysis revealed that the difculty in specifying precise 
parameters and prompts for desired outcomes complicates not only 
the generation process, as discussed in Theme 3 in the subsec-
tion 4.3, but also hinders collaboration within design teams, as 
outlined in Theme 2 in the subsection 4.2. Design teams often strug-
gle to settle on a unifed style that satisfes the majority and to share 
relevant prompts efciently. To tackle these issues, we suggest de-
veloping tools that facilitate prompt management and collaboration. 
A shared platform where team members can access, modify, and 
discuss prompts and results would promote a cohesive approach to 
design. This shared space ensures that all members contribute to 
and align with the direction of the outcome. Moreover, a feature 
that allows team members to experiment with prompt variations, 
with the option to toggle between private and public access, could 
foster individual creativity within the context of the team’s col-
lective eforts. An intuitive interface for tracking the history of 
prompts, featuring visualizations and easy manipulation options, 
like branching from specifc points, would aid in understanding the 
development of ideas and the decision-making process throughout 
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the project. Moreover, designing an interface that supports collec-
tive input on a prompt formulation could enhance collaborative 
design eforts. By introducing user-friendly prompt management 
and collaboration tools, we aim to reduce the burden on designers, 
particularly in managing and sharing prompts during collaborative 
projects. 

5.4 Bridging Physical Experiences and Digital 
Design 

The integration of real-world experiences with digital GenAI pro-
cesses emerged as a key theme in our study. Designers often draw 
inspiration from their personal experiences, such as travel, visits 
to exhibitions, museums, and special events. These experiences, 
captured in the form of photos, memos, and personal diaries, hold 
immense potential as prompts for GenAI tools. We propose devel-
oping interfaces that enable the seamless upload and manipulation 
of these materials. These interfaces could feature easy uploading 
and editing of personal photos or notes, with the ability to translate 
these inputs into digital designs that refect the original emotional 
and aesthetic qualities of the physical experiences. 

Furthermore, incorporating Extended Reality (XR) technologies 
like Augmented Reality (AR) and Mixed Reality (MR) can poten-
tially enhance the design process [19, 22, 26, 34]. Research in the 
XR feld has explored its role in improving creativity, covering areas 
like gesture-based creation and editing of virtual prototypes [22], 
the visualization of objects within real-world spaces [32], as well 
as, creating 3D models using AR [43]. Studies have also examined 
prototyping user interactions [50], sketch-based video prototyping 
[30], and using AR for high fdelity visualization [38]. However, re-
search on integrating XR with GenAI technologies remains notably 
scarce. By using AR and MR, designers can interact with their phys-
ical surroundings to capture textures, colors, and patterns from the 
environment, which can be directly fed into the GenAI system. This 
approach provides an authentic source of inspiration that bridges 
the gap between the physical and digital realms. 

5.5 Exploring GenAI from a Social Interaction 
Perspective 

The discussion on integrating human experiences also highlighted 
the importance of social interaction. Designers emphasized the 
crucial role of communication with various stakeholders, including 
colleagues and user groups, throughout the design process. Some 
designers envisioned AI tools, beyond just GenAI image generation, 
that could enrich human experiences, facilitate communication with 
stakeholders, and promote team collaboration, thereby fostering 
creativity and enhancing design outcomes. Future research could 
explore how GenAI could incorporate or amplify social interaction 
and its impact on the design process. Interfaces can be designed 
with consideration of social dynamics between people. This domain 
remains relatively unexplored in both GenAI and HCI felds. 

6 LIMITATIONS 
Our study comes with certain limitations that need highlighting. 
Firstly, our thematic analysis had a methodological limitation as we 
relied on a single coder for theme identifcation and analysis from 
the dataset. While thematic analysis is a fexible method capable of 

uncovering data patterns and narratives [4, 5], using only one coder 
may raise concerns regarding the objectivity and reliability of the 
thematic interpretation. To mitigate these concerns, we followed 
rigorous procedures, including documenting the detailed coding 
process, following thematic analysis guidelines, and utilizing a 
15-point checklist of criteria [4]. Additionally, we conducted four 
discussion sessions to review the themes identifed by the main 
coder, ensuring their coherence, consistency, and distinctiveness 
from other themes, and addressed repetitive codes or themes by 
removing or rearranging their positions. 

Furthermore, our research involved interviews with designers 
at a single large multinational automotive company. Although we 
engaged with professionals from various departments, the shared 
workplace might infuence a common design language or ethos. 
Future studies should include a more expansive range of designers 
from diverse companies of varying scales and industries to ensure 
a broader understanding of design practices. 

Our focus was primarily on practitioners using software-based 
design tools, which may overlook the nuances of working with 
other design methods or tools. Additionally, the geographical scope 
of our interviews was limited to designers working in Germany. 
However, our participants represented a variety of nationalities, 
including German, French, Australian, American, Korean, and Chi-
nese. Expanding the geographical reach in future studies could 
provide invaluable insights into the cultural dimensions of design 
work and the adoption of GenAI tools. 

Lastly, we based our fndings on retrospective interviews con-
ducted within a constrained time frame. To more thoroughly com-
prehend the impacts and challenges of GenAI in creative processes, 
future research can employ longer-term observations or more in-
teractive methodologies, such as participatory workshops, ofering 
a more comprehensive and detailed exploration of GenAI’s integra-
tion into creative domains. 

7 CONCLUSION 
This paper presents the fndings of a qualitative study exploring 
how professional designers in the automotive industry use and 
envision GenAI image generation tools in their daily design work-
fows. Through interviews with 16 designers and thematic analysis, 
four main challenges emerged: interfaces not well-suited for visual 
thinkers, limitations of interfaces in accommodating the iterative 
and non-linear creative process, difculties in controlling prompts, 
and the need for GenAI tools to integrate tangible human experi-
ences. Based on our fndings, we proposed several design implica-
tions to improve GenAI interfaces. These include ofering multi-
modal input methods, such as visual material-centric inputs, to 
better support visual thinkers; designing interfaces that cater to the 
iterative nature of the creative process with features for back-and-
forth, non-linear exploration; and developing tools that simplify 
the control and sharing of outputs and prompts through intuitive 
and collaborative interfaces. Moreover, incorporating real-world ex-
periences into digital workfows is crucial for enhancing creativity 
and design uniqueness. Further exploration of GenAI from a social 
interaction perspective, focusing on enhancing collaboration and 
its impact on the design process, is also recommended. Future work 
should address these identifed challenges and aim to design GenAI 
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image generation tools that meet designers’ needs, ultimately im-
proving their creative processes. Our study contributes to the feld 
of HCI by ofering empirical insights into the practical challenges 
designers encounter when using GenAI image generation tools 
in their work. By focusing on user interface and interaction chal-
lenges and proposing design implications, our research enhances 
the understanding of how GenAI can be better designed to enhance 
design workfows. 
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A THEMATIC OVERVIEW OF EARLY ANALYSIS PHASE: THEMES AND CODES 
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Figure 5: Overview of all themes (n=23) and codes (n=131, with some codes appearing in multiple themes) identifed in the 
early analysis phase, specifcally during the ‘searching for themes’ stage. This fgure provides context prior to extracting four 
key themes through the iterative theme review process. 
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