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Figure 1: Our AR smart mirror prototype shows a UI in the mirror space. The reflection of the user touches it from “behind.”

Abstract

Mirror surfaces can be used as information displays in smart homes

and even for augmented reality (AR). The big advantage is the

seamless integration of the visual output into the user’s natural

environment. However, user input poses a challenge. On the one

hand, touch input would make the mirror dirty. On the other hand,

mid-air gestures have proven to be less accurate, slower and more

error-prone. We propose the use of an AR user interface (UI): Inter-

active UI elements are visible “on the other side of the mirror” and

can be pressed by the user’s reflection. We built a functional proto-

type and investigated whether this is a viable option for interacting

with mirrors. In a pilot study, we compared the interaction with
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UI elements placed on three different planes relative to the mirror

surface: Behind the mirror (reflection), on the mirror (touch) and

in front of the mirror (hologram).
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1 Introduction

There is a lot of research on augmented reality (AR) mirrors [17]

and smart mirrors connected to Internet of Things (IoT) systems [1].

A display placed behind a half-silvered mirror (two-way mirror)

can be hidden from plain view. In this way, it can be seamlessly

integrated into the user’s natural environment. After all, mirrors

are objects that can be found in every building and household.

Therefore, they offer immense untapped potential for the use in

ambient and ubiquitous computing [9].

A quick online search shows that the vast majority of commer-

cial interactive mirrors rely on capacitive touch sensors for user

input. Only a few products offer mid-air gesture recognition or

alternatives such as voice control or the connection to a mobile

app. One of the reasons for this is the obvious user-friendliness and

unambiguousness of the touch user interface (UI): The functions

are mapped to labeled buttons that make the interaction very clear

to the user. When one of them is pressed, the user’s intention is

very clear to the system. On the other side, the user receives imme-

diate (haptic) feedback. The disadvantage of touch is that it leaves

fingerprints on the mirror surface.

Mid-air gestures avoid contact with the mirror surface. However,

there are no universal gestures and functions, which means that

every system requires prior knowledge or training [25]. On the

technical side, the interpretation of gestures and user intentions

leaves more room for error. Jakobsen et al. [11] compared mid-air

gestures and touch input for selection tasks on large displays. Their

results show that touch is more precise, faster, and less error-prone

than mid-air gestures. And that when given the choice and all

targets are within reach, users will choose touch over gestures.

We propose a system that offers a novel input modality which

is unique to AR mirrors. Our system is based on the interaction of

the user’s reflection with an immersive AR UI in the mirror image.

We believe that it can combine advantages of both, a touch UI and

mid-air gestures. In short: The user presses mid-air AR buttons

which provide the same user-friendliness and unambiguousness

as touch buttons, just without the haptic feedback. It is therefore

similar to “holographic” mid-air AR buttons displayed on a head-

mounted display (HMD), but the interaction is performed by the

user’s reflection in the mirror. The main difference is the depth

perception and that the user does not have to wear an HMD.

When there is a gap between the display and the half-silvered

mirror, the displayed UI appears to be “in the mirror”. It does neither

require a stereoscopic display and head tracking, nor does it suffer

from the vergence-accomodation conflict like other AR systems [14].

The user can perceive both the UI and the reflection at the same

depth without either appearing blurred. The simplicity of the setup

required to create immersion and presence is unique to reflective

AR mirrors. As the UI is only visible in the mirror image, it can be

thought of as an “inverted vampire” (who in contrast—according to

folklore—are visible to the naked eye, but not in the mirror image).

To our best knowledge, there has not yet been research in this

direction of “AR smart mirrors” including a comparison of this

novel input modality with touch and holographic (HMD-based) AR.

In our pilot study, preliminary results suggest that the proposed AR

interaction can indeed perform similar to touch input in this setting.

The main contribution of our work is the design and implementa-

tion of a functional prototype and the results of a comparative pilot

study with considerations for future work.

2 Background and Related Work

AR mirrors have been investigated for improving the shopping

experience of make-up [12] and fashion [3, 21, 26], remote collab-

oration [10], anatomical learning [4, 5], health awareness [2, 20],

motion guidance [23, 28, 29], and many other use cases. They are

also known as mirror-based AR [13], mixed reality mirrors [22, 29],
(augmented) virtual mirrors [8, 16], or magic mirrors [19]. On the

one hand, there are camera-based AR mirrors [19], which are often

used in research. This is a normal display that shows a flipped live

video from a camera. The camera is directed away from the screen

towards the area in front of it. The displayed image is 2D and the

camera perspective is static. In this respect, it is very different from

an optical mirror, but does allow for more control over image com-

position. On the other hand, there are reflective AR mirrors like

we described above: AR content is displayed on a screen behind a

half-silvered mirror [22]. These systems display virtual objects on a

2D display directly behind the mirror [13, 30], on a stereoscopic 3D

display seemingly closer or further away [15], or on a 2D display

at a physical distance behind the mirror [24]. In the style of the

latter, we want to create a 2D UI parallel to the vertical surface of

the mirror. The UI is supposed to look like it is part of its reflection.

Users interact with it through the reflection of their fingers.

Martinez et al.[18] developed a system that uses this exact input

modality: Museum visitors can see both the reflections of their

hands in front of and the physical objects behind the glass of the

display case. The reflections act as the visitors’ avatars, allowing

them to select exhibits and press 2D buttons that are projected onto

the horizontal surface next to the exhibits. We want to explore the

same idea of a “reflected avatar,” in our case for a virtual UI.

In their detailed overview on the topic of AR mirrors, Martin-

Gomez et al. [17] concluded that humans indeed interact naturally

with AR mirrors based on their natural experience with mirrored

views. Even complex tasks (such as surgery) would only require a

little practice. To find out whether our modality is actually useful for

the intended use in smart mirrors, we want to compare it with other

modalities. There are two similar comparisons in related research:

Weiss et al [27] performed a Fitts’ law test comparing holo-

graphic AR on a HMD with a regular touch screen display. The

results show that the touch screen modality performed better in all

aspects (accuracy, precision, error rates, throughput, and movement

time). They attributed this to the complexity of mid-air selection in

AR and the lack of haptic feedback, but also to technical limitations

of the used Microsoft HoloLens 2.
Karg et al. [13] compared AR instructions for a manual assembly

task on an AR HMD and a reflective AR mirror. Their results show

that the HMDwas clearly superior. One reason for this could be that

the AR mirror used a flat 2D display compared to the stereoscopic

display of the HMD. The discrepancy in depth perception and the

mismatch between the vertical 2D visualization plane of the AR

instructions and the horizontal 3D interaction plane of the physical

assembly task may have affected the results of the AR mirror. For

our design, we want to take these aspects into consideration.
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(a) Side View (b) Physical Components

Figure 2: An overview of the prototype. The schematic side view (a) shows the Leap Motion controller A, which tracks the

user’s hand in front of the half-silvered mirror B. The display C is located at a distance d behind the mirror. The user inputs are

registered on the interaction plane H at which the hand’s reflection appears to “touch” the display from behind. The drawing

(b) shows the components in the physical prototype.

(a) Hologram (b) Touch (c) Reflection

Figure 3: The three locations of the UI: Hologram in front of the mirror surface (a), Touch on the mirror surface (b), and

Reflection behind the mirror surface (c).

3 Prototype

The setup of our proposed system is very simple. Fig. 2a shows

a schematic representation of our design from the side view. We

built a wooden frame to hold a 600×600×4 mm half-silvered mirror

with 8% light transmission (Fig. 2b). The UI is displayed on a LCD

monitor, which is located at a distance d behind the mirror. The

area behind the mirror is dark, so that only the UI on the display is

visible through it. We have installed a lamp to ensure that the user’s

hands are well lit and clearly visible in the reflection. A photo of

the finished prototype with d = 10 cm can be seen in Fig. 1.

For hand tracking, we used a Leap Motion Controller 2. In initial

tests, we found that the tracking was more robust from the top than

from the bottom. Therefore, we placed the camera on top of the

wooden frame facing downwards to track the user’s hands in front

of the mirror. To increase the contrast in the infrared camera image,

we used matte black for the wooden frame and tabletop.

Our software uses the Unity1 game engine to process the hand

tracking data and render the UI. In it, we defined a 2D interaction

plane parallel to the mirror and the display. When the position of

the index finger tip passes through this plane, it is registered as user

input (e.g., press or drag). We implemented an interactive smart

1
https://unity.com/

mirror UI with time, date, a button to display weather information,

and buttons and sliders to control a music player. As additional

feedback to increase presence, we display a dark circle in the area

where the finger passes through the interaction plane: It looks as if

the reflection is penetrating the UI from behind.

If in the software, we set the 2D interaction plane in front of the

mirror so that it is at the same distance d from the mirror as the

display behind it, the reflection of the fingertip will be at the same

distance as the UI. A distance of approximately d = 0 cm results

in the interaction plane coinciding with the UI, so that the mirror

becomes effectively a touch screen.

4 Pilot Study

We wanted to compare three modalities as illustrated in Fig. 3:

a)Hologram, a holographic UI in front of the mirror, b) Touch, the

mirror is used like a regular touch screen, and c) Reflection, the

use of the hand’s reflection for interacting with the UI in the mirror

space. We configured our prototype for each input modality: We

set the interaction plane to d = 10 cm for the Reflection (Fig. 1)

and d = 0 cm for the Touch (Fig. 4a) modality. For Hologram,

we built a second software that runs on a Microsoft HoloLens 2
AR HMD (Fig. 4b). The holographic UI (Fig. 4c) looks identical

to the smart mirror UI and is located in the same position as the

https://unity.com/
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(a) Touch interaction (b) HMD (third person view) (c) HMD (first person view)

Figure 4: The additional configurations of our prototype for the pilot study: For touch interaction (a) and for the HMD (b) with

holohraphic UI elements (c).

interaction plane at d = 10 cm. This ensures consistent interaction

across all three modalities.

We recruited 12 paid participants (5F/7M, age 22–28, marked as

P1–P12) via convenience sampling. Our study followed a within-

subject design in which we asked the participants to interact with

our prototype. There was one condition for each modality.

For a condition, the system was calibrated to the participant

and instructions were given on how to use the current modality.

Afterwards, we asked the participant to follow the instructions and

interact with the UI to: play and pause music, change tracks, move

forward and backward on the song slider, change the volume, and

call up weather information. When they had completed these tasks,

they were given some time to explore the modality for themselves.

While they did, we asked them to think aloud and asked follow-up

questions to get more insight into their user experiences. We took

notes on what they said. Then we asked them to fill out the NASA-

TLX form and answer five additional questions on the Likert scale,

where 1 meant “strongly disagree" and 5 meant “strongly agree":

Q1) The input method was pleasant.

Q2) The inputs were recognized correctly.

Q3) I would prefer the input method in the long term.

Q4) Interaction with the buttons was easy and pleasant.

Q5) The interaction with the sliders was easy and pleasant.

For every participant, we repeated this procedure for all three

conditions. We counterbalanced the conditions over all participants

using a balanced Latin square. After the participants completed all

conditions, we collected their general feedback. We wanted them

to imagine a scenario that had an “ideal” system: This could mean

that there might be a touch-enabled smart mirror that would not
show finger prints. We asked the question on the same Likert scale:

Q6) Would you use the AR mirror in your daily life?

In follow-up, we asked open questions about how they would

improve the current system. Ultimately, in a post-study question-

naire, participant information was collected on gender, age, and

previous experience with AR and smart mirrors.

5 Results

Below we summarize quantitative results and qualitative feedback

from our pilot study. We follow what we consider to be current

best practice in human–computer interaction research [6, 7] and

report the results with 95% confidence intervals (95% CI).

5.1 Quantitative Feedback

All participants stated that they already had prior experience of

using a touchscreen. Apart from one participant (P8), no other par-

ticipant had experience interacting with a smart mirror. Whereas 4

out of 12 participants stated that they had some previous experience

with holographic interaction.

A visual analysis of the three modalities shows that Touch and

Reflection are very similar for both our usability-related questions

(Fig. 5a) and task load (Fig. 5b). The participants’ long-term prefer-

ence tends to be for Reflection, while the mental load for Touch

is generally lower. In relation to questions Q1–Q5, Hologram was

generally perceived worse than both Touch and Mirror. For task

load, Hologram stands out for effort and frustration, scoring the

highest. It also tends to require more mental and potentially more

physical demand than Reflection.

5.2 Qualitative Feedback

Most participants (10 out of 12) stated that they preferred a clean

mirror surface, even though touch interaction was perceived as

more natural. Only two participants stated that they would still

prefer Touch over the other two modalities. One of the participants

(P8) owns a touch-enabled smart mirror at home. She shared her

experience that the mirror often recognizes incorrect user input

during cleaning. The frustration was even greater because the fin-

gerprints from the touch input meant that cleaning the surface

(and therefore incorrectly recognized input) was required more

frequently.

Half of the participants (6 out of 12) stated that they were aware

of their reflection when using the mirror interaction. Six partici-

pants using Hologram and three participants using Touch found
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(a) Comparison of the usability-related questions (Q1–Q5) on the Likert scale for all three input modalities: Touch

and Reflection are similar, with a leaning towards Touch in Q3 (long-term preference). Hologram generally

has lower scores.

(b) Comparison of the NASA-TLX for all three input modalities: Touch and Reflection perform very similarly,

with the exception of mental demand, where Touch is much better. Hologram tends to require more mental

demand and potentially physical demand. It stands out in regards to effort and frustration.

Figure 5: Results of the comparative pilot study for the questions Q1–Q5 (a) and NASA TLX (b). Errorbars show 95% CI.

that the UI distracted their focus from the reflection. One participant

stated that they did not like having to pay close attention to their

reflection when using the mirror interaction. Five out of twelve

participants stated that they liked that Reflection and Hologram

required less physical effort as the distance to the UI elements was

shorter.

Two thirds of the participants (8 out of 12) found the visual feed-

back in the mirror interaction to be useful. About half (5 out of

12) assumed that the modality was effective with a little practice.

Using the Microsoft HoloLens 2 for Hologram interaction caused

frustration among the participants: The main reasons given were

difficulties in operating the sliders (6 out of 12), difficulties in de-

termining the distance to the UI elements (2 out of 12) and the

feeling of a slow response time (2 out of 12). However, eight out of

twelve participants could imagine preferring Hologram over the

other modalities “in an ideal world”. This would mean that a) hand

tracking would be faster and more reliable and b) the technology

could be integrated into the mirror.

6 Discussion

Touch input seems not ideal for mirrors. The participants wanted
to keep their mirrors at home clean and free of fingerprints. This

was the main reason why almost all of them would choose an input

modality other than Touch if they had smart mirrors at home. One

participant, who had a touch-enabled smart mirror at home, backed

up this claim with her own experience. Especially because she

frequently experiences wrong inputs during cleaning the mirror

surface, which could also be avoided if the surface and interaction

plane were not the same.

Lazy interaction is good. Participants mentioned that they liked

that with Reflection and Hologram they did not have to stretch
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their arms as far as they would have to if they wanted to touch

the mirror. This is in line with the research by Jakobsen et al. [11].

Unlike many mid-air gestures, which are only robust with sweeping

movements, AR buttons can be limited to smaller areas that are

convenient and easy to reach.

In an ideal world, we would have holographic buttons. Even though
Hologram performed considerably worse than Touch and Reflec-

tion, most participants would prefer the holographic buttons in

front of the mirror. The reason for this is that this modality theoreti-

cally has the same advantages as Reflection, but is more similar to

regular touch input—and therefore easier to use. One explanation

for the bad scores is in the choice of theMicrosoft HoloLens 2 for the
comparison. The participants were not used to handling the device,

which could be the reason why many of them reported problems

interacting with the holographic UI. The difficulties encountered

were also similar to the observations made by Weiss et al. [27]: Par-

ticipants reported that input was slow and that they had difficulties

with depth perception. One additional factor might have been that

our Hologram UI lacked a cut out of the user’s hand to simulate

occlusion. Repeated attempts to use the UI, holding up the hand,

and discomfort of wearing the device may have influenced effort

and frustration values. However, the AR HMD was only the means

to an end, because we could not use “real” holographic buttons

for our comparison. For future studies, we propose using consis-

tent display and tracking technology across modalities for better

comparability of the results.

In a less ideal world, we should reflect on mirrors. One reason why

in the evaluation Reflection scored better than Hologram could

be its technical feasibility. Our prototype is easier to implement

in a real-life scenario compared to holographic AR buttons that

actually float in front of the mirror. The latter sounds more like

science fiction, while our prototype is a proof of concept of the

former. The technology used is simple and readily available.

As easy as reflections. In the evaluation, Reflection was almost

equivalent to Touch and only required more mental effort. This is

not surprising, as touch interaction is an extremely familiar concept,

while using one’s own reflection for AR interaction is not. As the

participants pointed out, practice could provide a remedy to this

problem. They also noted that this modality does not distract their

attention from their own reflection, which is what they normally

focus on when using a mirror. This is an indication that users could

actually avoid context switching when interacting with a smart

mirror.

7 Limitations and Future Work

The main focus of our work was building a functional AR smart

mirror prototype as a proof of concept for interactive reflection. The

pilot study was not designed to derive generalizable conclusions

from the results. We wanted to gain a better understanding of the

user experience and general feedback, which could then be used for

a more comprehensive study design. We share our results, because

we believe that they contribute to the discussion on the topic and

design considerations of future work.

The main drawback of our prototype was that for a compari-

son, we had to simulate holographic AR buttons in front of the

mirror using the Microsoft HoloLens 2. The inconsistency between

display and tracking technologies among modalities limited the

comparability of the results, as described above. In future work,

another prototype should be used that can display the UI for all

three modalities with technological consistency. This could mean

that either an AR HMD or a stereoscopic 3D display is used to

display the UI on all three planes (in front of, in, and behind the

mirror surface). However, a prototype developed specifically for

this comparison will differ from any target system and thus come

with its own drawbacks.

8 Conclusion

We asked ourselves what the best input modality for smart mirrors

could be. To this end, we wanted to find out whether interaction

with AR UI elements in the mirror using the reflection of the hand

is comparable to normal touch and AR input. We built a smart

mirror prototype, conducted a pilot study, and discussed the results

of the comparison of the three input modalities. Even if at first

the interaction required more mental effort than touch input, it

offers advantages compared to other smart mirror input modalities.

Research in this direction is only at the beginning, but shows great

potential.

Acknowledgments

Funded by Deutsche Forschungsgemeinschaft (DFG, German Re-

search Foundation) under Germany’s Excellence Strategy - EXC

2075 – 390740016. We acknowledge the support by the Stuttgart

Center for Simulation Science (SimTech).”

References

[1] Dabiah A Alboaneen, Dalia Alsaffar, Alyah Alateeq, Amani Alqahtani, Amjad

Alfahhad, Bashaier Alqahtani, Rahaf Alamri, and Lama Alamri. 2020. Internet

of things based smart mirrors: A literature review. In Proceedings of the 3rd
International Conference on Computer Applications & Information Security (ICCAIS
’20), March 19–21 March, 2020, Riyadh, Saudi Arabia. IEEE, 1–6. doi:10.1109/

ICCAIS48893.2020.9096719

[2] Maria Seraphina Astriani, Andreas Kurniawan, and Nunung Nurul Qomariyah.

2021. COVID-19 Self-Detection Magic Mirror With IoT-based Heart Rate and

Temperature Sensors. In Proceedings of the 2nd International Conference on Inno-
vative and Creative Information Technology (ICITech ’21), September 23–25, 2021,
Virtual Event. IEEE, 212–215. doi:10.1109/ICITech50181.2021.9590150

[3] Pietro Battistoni, Marianna Di Gregorio, Marco Romano, Monica Sebillo, Giuliana

Vitiello, and Alessandro Brancaccio. 2022. Interaction design patterns for aug-

mented reality fitting rooms. Sensors 22, 3 (Feb. 2022), 982. doi:10.3390/s22030982
[4] Armelle Bauer, Debanga Raj Neog, Ali-Hamadi Dicko, Dinesh K. Pai, François

Faure, Olivier Palombi, and Jocelyne Troccaz. 2017. Anatomical augmented

reality with 3D commodity tracking and image-space alignment. Computers &
Graphics 69 (Dec. 2017), 140–153. doi:10.1016/j.cag.2017.10.008

[5] Felix Bork, Leonard Stratmann, Stefan Enssle, Ulrich Eck, Nassir Navab, Jens

Waschke, and Daniela Kugelmann. 2019. The benefits of an augmented reality

magic mirror system for integrated radiology teaching in gross anatomy. Anatom-
ical Sciences Education 12, 6 (Nov./Dec. 2019), 585–598. doi:10.1002/ase.1864

[6] Andy Cockburn, Pierre Dragicevic, Lonni Besançon, and Carl Gutwin. 2020.

Threats of a replication crisis in empirical computer science. Commun. ACM 63,

8 (Aug. 2020), 70–79. doi:10.1145/3360311

[7] Pierre Dragicevic. 2016. Fair statistical communication in HCI. In Modern
Statistical Methods for HCI. Springer, Cham, Switzerland, 291–330. doi:10.1007/

978-3-319-26633-6_13

[8] Peter Eisert, Philipp Fechteler, and Jürgen Rurainsky. 2008. 3-d tracking of shoes

for virtual mirror applications. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR ’08), June 23–28, 2008, Anchorage, AK, USA.
IEEE, 1–6. doi:10.1109/CVPR.2008.4587566

[9] Kaori Fujinami and Fahim Kawsar. 2008. An experience with augmenting a mirror

as a personal ambient display. In Proceedings of the 8th Asia-Pacific Conference on
Computer-Human Interaction (APCHI ’08), July 6–9, 2008, Seoul, Korea. Springer,
Berlin, Heidelberg, Germany, 183–192. doi:10.1007/978-3-540-70585-7_21

https://doi.org/10.1109/ICCAIS48893.2020.9096719
https://doi.org/10.1109/ICCAIS48893.2020.9096719
https://doi.org/10.1109/ICITech50181.2021.9590150
https://doi.org/10.3390/s22030982
https://doi.org/10.1016/j.cag.2017.10.008
https://doi.org/10.1002/ase.1864
https://doi.org/10.1145/3360311
https://doi.org/10.1007/978-3-319-26633-6_13
https://doi.org/10.1007/978-3-319-26633-6_13
https://doi.org/10.1109/CVPR.2008.4587566
https://doi.org/10.1007/978-3-540-70585-7_21


Reverse Vampire UI: Reflecting on AR Interaction with Smart Mirrors CHI EA ’25, April 26-May 1, 2025, Yokohama, Japan

[10] Hiroshi Ishii and Minoru Kobayashi. 1992. Clearboard: A seamless medium for

shared drawing and conversation with eye contact. In Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems (CHI ’92), May 3–7, 1992,
Monterey, CA, USA. ACM, New York, NY, USA, 525–532. doi:10.1145/142750.

142977

[11] Mikkel R Jakobsen, Yvonne Jansen, Sebastian Boring, and Kasper Hornbæk. 2015.

Should I stay or should I go? Selecting between touch and mid-air gestures

for large-display interaction. In Proceedings of the 15th IFIP TC 13 International
Conference on Human-Computer Interaction (INTERACT ’15), September 14–18,
2015, Bamberg, Germany. Springer, Berlin, Heidelberg, Germany, 455–473. doi:10.

1007/978-3-319-22698-9_31

[12] Ana Javornik, Yvonne Rogers, Ana Maria Moutinho, and Russell Freeman. 2016.

Revealing the shopper experience of using a "magic mirror" augmented reality

make-up application. In Proceedings of the ACM Conference on Designing Interac-
tive Systems (DIS ’16), June 4–8, 2016, Brisbane, Australia, Vol. 2016. ACM, New

York, NY, USA, 871–882. doi:10.1145/2901790.2901881

[13] Pascal Karg, Roman Stöhr, Lisa Jonas, Julian Kreimeier, and Timo Götzelmann.

2023. Reflect-AR: Insights into Mirror-Based Augmented Reality Instructions

to Support Manual Assembly Tasks. In Proceedings of the 16th International
Conference on PErvasive Technologies Related to Assistive Environments (PETRA
’23), July 5–7, 2023, Corfu, Greece. ACM, New York, NY, USA, 62–68. doi:10.1145/

3594806.3594866

[14] Gregory Kramida. 2015. Resolving the vergence-accommodation conflict in head-

mounted displays. IEEE Transactions on Visualization and Computer Graphics
(TVCG) 22, 7 (Jul. 2015), 1912–1931. doi:10.1109/TVCG.2015.2473855

[15] Gun A Lee, Hye Sun Park, and Mark Billinghurst. 2019. Optical-reflection type 3d

augmented reality mirrors. In Proceedings of the 25th ACM Symposium on Virtual
Reality Software and Technology (VRST ’19), November 12–15, 2019, Parramatta,
Australia. ACM, New York, NY, USA, 1–2. doi:10.1145/3359996.3364782

[16] Gun A Lee, Jonathan Wong, Hye Sun Park, Jin Sung Choi, Chang Joon Park, and

Mark Billinghurst. 2015. User defined gestures for augmented virtual mirrors: a

guessability study. In Extended Abstracts of the 33rd ACM Conference on Human
Factors in Computing Systems (CHI EA ’15), April 18–23, 2015, Seoul, Korea. ACM,

New York, NY, USA, 959–964. doi:10.1145/2702613.2732747

[17] Alejandro Martin-Gomez, Alexander Winkler, Kevin Yu, Daniel Roth, Ulrich

Eck, and Nassir Navab. 2020. Augmented mirrors. In Proceedings of the IEEE
International Symposium on Mixed and Augmented Reality (ISMAR ’20), November
9–13, 2020, Porto de Galinhas, Brazil. IEEE, 217–226. doi:10.1109/ISMAR50242.

2020.00045

[18] Diego Martinez Plasencia, Florent Berthaut, Abhijit Karnik, and Sriram Subra-

manian. 2014. Through the combining glass. In Proceedings of the 27th An-
nual ACM Symposium on User Interface Software and Technology (UIST ’14),
October 5–8, 2014, Honolulu, HI, USA. ACM, New York, NY, USA, 341–350.

doi:10.1145/2642918.2647351

[19] Claudia Redaelli, Raffaella Pellegrini, Stefano Mottura, and Marco Sacco. 2009.

Shoe customers’ behaviour with new technologies: the Magic Mirror case. In

Proceedings of the IEEE International Conference on Technology Management (ITMC
’09), June 22–24, 2009, Leiden, Netherlands. IEEE, 1–10. doi:10.1109/ITMC.2009.

7461388

[20] Sebastian Rigling, Xingyao Yu, and Michael Sedlmair. 2023. “In Your Face!”:

Visualizing Fitness Tracker Data in Augmented Reality. In Extended Abstracts of
the CHI Conference on Human Factors in Computing Systems (CHI EA ’23). ACM,

New York, NY, USA, 1–7. doi:10.1145/3544549.3585912

[21] Daniel Saakes, Hui-Shyong Yeo, Seung-Tak Noh, Gyeol Han, and Woontack Woo.

2016. Mirror mirror: An on-body t-shirt design system. In Proceedings of the CHI
Conference on Human Factors in Computing Systems (CHI ’16), May 7–12, 2016, San
Jose, CA, USA. ACM, NewYork, NY, USA, 6058–6063. doi:10.1145/2858036.2858282

[22] Hideaki Sato, Itaru Kitahara, and Yuichi Ohta. 2009. MR-mirror: a complex of real

and virtual mirrors. In Proceedings of the 3rd International Conference on Virtual
and Mixed Reality (VMR ’09), July 19–24, 2009, San Diego, CA, USA. Springer,
Berlin, Heidelberg, Germany, 482–491. doi:10.1007/978-3-642-02771-0_54

[23] Richard Tang, Xing-Dong Yang, Scott Bateman, Joaquim Jorge, and Anthony

Tang. 2015. Physio@ Home: Exploring visual guidance and feedback techniques

for physiotherapy exercises. In Proceedings of the 33rd ACM Conference on Human
Factors in Computing Systems (CHI ’15), April 18–23, 2015, Seoul, Korea. ACM,

New York, NY, USA, 4123–4132. doi:10.1145/2702123.2702401

[24] Hiroki Uchida, Takayuki Kawamura, Keito Kamimura, and Keiichi Zempo. 2021.

ALiSE: Non-wearable AR display through the looking glass, and what looks solid

there. In Proceedings of the 27th ACM Symposium on Virtual Reality Software and
Technology (VRST ’21), December 8–10, 2021, Osaka, Japan. ACM, New York, NY,

USA, 1–3. doi:10.1145/3489849.3489929

[25] Panagiotis Vogiatzidakis and Panayiotis Koutsabasis. 2018. Gesture elicitation

studies for mid-air interaction: A review. Multimodal Technologies and Interaction
(MTI) 2, 4 (Dec. 2018), 65. doi:10.3390/mti2040065

[26] Lu Wang, Ryan Villamil, Supun Samarasekera, and Rakesh Kumar. 2012. Magic

mirror: A virtual handbag shopping system. In Proceedings of the IEEE Computer
Society Conference on Computer Vision and Pattern RecognitionWorkshops (CVPRW
’12), June 16–21, 2012, Providence, RI, USA. IEEE, 19–24. doi:10.1109/CVPRW.2012.

6239181

[27] Hannah Weiss, Jianyang Tang, Connor Williams, and Leia Stirling. 2024. Perfor-

mance on a target acquisition task differs between augmented reality and touch

screen displays. Applied Ergonomics 116 (Apr. 2024), 104185. doi:10.1016/j.apergo.
2023.104185

[28] Xingyao Yu, Katrin Angerbauer, Peter Mohr, Denis Kalkofen, and Michael Sedl-

mair. 2020. Perspective matters: Design implications for motion guidance in

mixed reality. In Proceedings of the IEEE International Symposium on Mixed and
Augmented Reality (ISMAR ’20), November 9–13, 2020, Porto de Galinhas, Brazil.
IEEE, 577–587. doi:10.1109/ISMAR50242.2020.00085

[29] Qiushi Zhou, Andrew Irlitti, Difeng Yu, Jorge Goncalves, and Eduardo Velloso.

2022. Movement guidance using a mixed reality mirror. In Proceedings of the ACM
Conference on Designing Interactive Systems (DIS ’22), June 13–17, 2022, Virtual
Event, Australia. ACM, New York, NY, USA, 821–834. doi:10.1145/3532106.353346

[30] Qiushi Zhou, Brandon Victor Syiem, Beier Li, Jorge Goncalves, and Eduardo Vel-

loso. 2024. Reflected Reality: Augmented Reality through the Mirror. Proceedings
of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies (IMWUT)
7, 4 (Dec. 2024), 1–28. doi:10.1145/3631431

https://doi.org/10.1145/142750.142977
https://doi.org/10.1145/142750.142977
https://doi.org/10.1007/978-3-319-22698-9_31
https://doi.org/10.1007/978-3-319-22698-9_31
https://doi.org/10.1145/2901790.2901881
https://doi.org/10.1145/3594806.3594866
https://doi.org/10.1145/3594806.3594866
https://doi.org/10.1109/TVCG.2015.2473855
https://doi.org/10.1145/3359996.3364782
https://doi.org/10.1145/2702613.2732747
https://doi.org/10.1109/ISMAR50242.2020.00045
https://doi.org/10.1109/ISMAR50242.2020.00045
https://doi.org/10.1145/2642918.2647351
https://doi.org/10.1109/ITMC.2009.7461388
https://doi.org/10.1109/ITMC.2009.7461388
https://doi.org/10.1145/3544549.3585912
https://doi.org/10.1145/2858036.2858282
https://doi.org/10.1007/978-3-642-02771-0_54
https://doi.org/10.1145/2702123.2702401
https://doi.org/10.1145/3489849.3489929
https://doi.org/10.3390/mti2040065
https://doi.org/10.1109/CVPRW.2012.6239181
https://doi.org/10.1109/CVPRW.2012.6239181
https://doi.org/10.1016/j.apergo.2023.104185
https://doi.org/10.1016/j.apergo.2023.104185
https://doi.org/10.1109/ISMAR50242.2020.00085
https://doi.org/10.1145/3532106.353346
https://doi.org/10.1145/3631431

	Abstract
	1 Introduction
	2 Background and Related Work
	3 Prototype
	4 Pilot Study
	5 Results
	5.1 Quantitative Feedback
	5.2 Qualitative Feedback

	6 Discussion
	7 Limitations and Future Work
	8 Conclusion
	Acknowledgments
	References

